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Abstract

We propose new limiting dynamics for stochastic gradient descent in the small learning rate regime called stochastic modified flows. These SDEs are driven by a cylindrical Brownian motion and improve the so-called stochastic modified equations by having regular diffusion coefficients and by matching the multi-point statistics. As a second contribution, we introduce distribution dependent stochastic modified flows which we prove to describe the fluctuating limiting dynamics of stochastic gradient descent in the small learning rate - infinite width scaling regime.
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1. Introduction

Stochastic gradient descent algorithms (SGD), going back to Robbins and Monro (1951), are the most common way to train neural networks. Due to the non-convexity and non-smoothness of the corresponding loss landscapes, the analysis of the optimization dynamics is highly challenging. The analysis of the implicit, algorithmic bias of SGD in overparameterized networks is one of the key open problems in the understanding of the empirically
observed good generalization properties of networks trained by SGD. Since the dynamics of SGD depend on many choices, like the choice of the loss function, the architecture of the network and the training data, their systematic understanding relies on the identification of universal structures that are invariant to these many degrees of freedoms, while retaining the essential properties of SGD. In recent years, several of such scaling limits and corresponding limiting dynamics have been identified. Among these, solutions to SDEs have been obtained as universal continuum objects in the small learning rate regime (Li et al. 2019; E et al. 2020), while (stochastic) Wasserstein gradient flows have been found in infinite width overparameterized limits (Nitanda and Suzuki 2017; Chizat and Bach 2018, 2020; Mei et al. 2018; Nguyen 2019; Rotskoff et al. 2019; Javanmard et al. 2020; Sirignano and Spiliopoulos 2020a,b; Gess et al. 2022; Rotskoff and Vanden-Eijnden 2022). In the present work, we introduce a new form of stochastic limiting dynamics which solves simultaneously three challenges met in previous works: (1) the irregularity of diffusion coefficients, (2) matching multi-point statistics, and (3) incorporating overparameterized limits.

Before we comment on each of these aspects in a few more details, let us recall the principle setup of SGD in supervised learning. For a given training data set Ξ ⊆ R^n sampled from a probability distribution ϑ, one aims to minimize the empirical risk

$$R(z) := \mathbb{E}_{\vartheta} \tilde{R}(z, \xi), \quad z \in \mathbb{R}^d,$$

where $\tilde{R} : \mathbb{R}^d \times \Xi \to \mathbb{R}$ is a loss function. Let $\xi_n, n \in \mathbb{N}_0(:= \mathbb{N} \cup \{0\})$, be i.i.d. samples of training data drawn from $\vartheta$. Then, the SGD dynamics is given by

$$Z^n_{n+1}(x) = Z^n_n(x) - \eta \nabla \tilde{R}(Z^n_n(x), \xi_n), \quad n \in \mathbb{N}_0,$$

where $Z_0(x) = x, x \in \mathbb{R}^d$ and $\eta > 0$. In particular, $Z^n_n, n \in \mathbb{N}_0$, allows to analyze the training dynamics of different initializations $x$ subject to the same choice of training data.

We next address the above mentioned challenges in a few more details.

**1. The irregularity of diffusion coefficients:** In the regime of small learning rate, the foundational works of Li et al. (2017, 2019) have suggested stochastic modified equations (SME) as universal continuum limits that capture both the average gradient descent performed by SGD and its fluctuations. More precisely, it is shown that the SGD dynamics $Z^n_n, n \in \mathbb{N}_0$, with learning rate $\eta$ can be approximated to higher order in $\eta$ by solutions to SMEs

$$dY^n_t(x) = -\nabla \left( R(Y^n_t(x)) + \frac{\eta}{4} |\nabla R(Y^n_t(x))|^2 \right) dt + \sqrt{\eta} \Sigma^{1/2}(Y^n_t(x)) dW_t,$$

where $Y^n_0(x) = x$ for $x \in \mathbb{R}^d$, $W_t, t \geq 0$, is a Brownian motion in $\mathbb{R}^d$ and $\Sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d}$ is the matrix defined by

$$\Sigma(y) = \mathbb{E}_{\vartheta} \left[ (\nabla_y \tilde{R}(y, \xi) - \nabla R(y)) \otimes (\nabla_y \tilde{R}(y, \xi) - \nabla R(y)) \right], \quad y \in \mathbb{R}^d.$$

This convergence incorporates a certain degree of universality of (2), since the fluctuations in (2) are given in terms of Brownian motion, irrespective of the specific distribution $\vartheta$. In machine learning, and, in particular, in overparameterized settings, the covariance matrix $\Sigma$ is typically degenerate. As a result, the square root $\Sigma^{1/2}$ appearing in (2) has limited
regularity properties,\(^1\) which makes the analysis of (2) challenging, and leads to assumptions on \(\Sigma^{1/2}\) that are in general not known to hold, see e.g. Ankirchner and Perko (2023); Perko (2023) and Example 2. The first contribution of this work is to resolve this issue by introducing a new model for the stochastic limiting dynamics, which we name stochastic modified flow (SMF),

\[
dX^n_t(x) = -\nabla \left( R(X^n_t(x)) + \frac{\eta}{4} |\nabla R(X^n_t(x))|^2 \right) dt + \sqrt{\eta} \int_\Xi G(X^n_t(x), \xi) W(d\xi, dt),
\]

where \(G(x, \xi) = \nabla \tilde{R}(x, \xi) - \nabla R(x)\) and \(W\) is a cylindrical Wiener process on the space \(L_2(\Xi, \vartheta; \mathbb{R})\). It is important to notice that (4) satisfies the same martingale problem as (2), while avoiding the appearance of \(\Sigma^{1/2}\), thereby bypassing the resulting irregularity of the diffusion coefficients. In contrast, only regularity assumptions on the individual losses \(\tilde{R}\) are needed. More precisely, we get the following result.

**Theorem 1 (see Theorem 12 and Corollary 14)** Let \(\tilde{R}(\cdot, \xi)\) be regular enough for \(\vartheta\)-a.e. \(\xi \in \Xi\) and let \(T > 0\). Then for every \(f \in C^4_b(\mathbb{R}^d)\), one has

\[
\sup_{x \in \mathbb{R}^d} \sup_{n, \eta \leq T} \left| \mathbb{E} f(X^n_{\eta n}(x)) - \mathbb{E} f(Z^n_{\eta n}(x)) \right| \lesssim \eta^2.
\]

We note that, under the assumptions of Corollary 14, there exists a unique solution to (4), see Theorem 5, such that the flow of solutions to (4) is differentiable with respect to the initial condition up to a certain order, see e.g. Section 4.6 in Kunita (1990).

**Matching multi-point statistics:** In a variety of works, a dynamical systems approach to the dynamics of SGD has been introduced (Wu et al. 2018; Sato et al. 2022). This aims at using the concepts of attractors, Lyapunov exponents, stochastic synchronization etc. in the analysis of SGD dynamics, for example, in order to analyze asymptotic global stability, that is, if

\[
|Z^n_{\eta n}(x) - Z^n_{\eta n}(y)| \to 0 \quad \text{for } n \to \infty
\]

in probability. As before, the systematic analysis of such dynamical behavior of SGD relies on the identification of appropriate universal limiting models. It is thus tempting to analyze the dynamical features of SGD by means of those of (2). However, this is not correct, since (2) only captures the single-point motion of SGD, while dynamical features like stability (5) are properties of the multi-point motions. More precisely, (2) captures the limiting behavior of the law of single motions \(\text{Law}(Z^n_{\eta n}(x))\), but not the joint multi-point laws \(\text{Law}(Z^n_{\eta n}(x_1), \ldots, Z^n_{\eta n}(x_m))\) (see also Example 3).

As a second main contribution, in this work we prove that (SMF), in contrast to (2), captures the correct multi-point distributions of SGD, and therefore opens the way for an analysis of the dynamical properties of its (stochastic) flow. This can also be understood on the level of the corresponding Fokker-Planck equations. While the SME matches only the Fokker-Planck equation of the one-point motion of SGD, the infinite dimensional Fokker-Planck equation of SMF matches also the infinite dimensional Fokker-Planck equation of

\(^1\) The simple example \(\Sigma(y) = y^2\), \(\Sigma^{1/2}(y) = |y|\) shows that not more than Lipschitz continuity can be expected from \(\Sigma^{1/2}\) in general.
the flow of SGD, and, therefore, in particular, the Fokker-Planck equations of all multi-point motions.

**Theorem 2 (see Theorem 12 and Corollary 15)** Under the assumption of Theorem 1, for every \( \Phi \in C_b^4(\mathcal{P}_2(\mathbb{R}^d)) \) one has

\[
\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \sup_{n: n \eta \leq T} \left| \mathbb{E} \Phi \left( \mu \circ (X_{n \eta}^n)^{-1} \right) - \mathbb{E} \Phi \left( \mu \circ (Z_{n \eta}^n)^{-1} \right) \right| \lesssim \eta^2,
\]

where \( \mu \circ f^{-1} \) denotes the push forward of the measure \( \mu \) under a map \( f \). Furthermore, for every \( m \in \mathbb{N} \) and \( f \in C_b^4(\mathbb{R}^{dm}) \),

\[
\sup_{x_1, \ldots, x_m \in \mathbb{R}^d, n: n \eta \leq T} \left| \mathbb{E} f(X_{n \eta}^n(x_1), \ldots, X_{n \eta}^n(x_m)) - \mathbb{E} f(Z_{n \eta}^n(x_1), \ldots, Z_{n \eta}^n(x_m)) \right| \lesssim \eta^2.
\]

(3) **Overparameterized limits:** As a third main contribution, we extend the small learning rate limit to also incorporate the infinite width limit. We here consider networks with quadratic loss function. Let \( \mathcal{D} \subseteq \mathbb{R}^{m_0} \times \mathbb{R}^{k_0} \) be a given training data set with inputs \( \Xi = \{ \xi : (\xi, f(\xi)) \in \mathcal{D} \} \) and labels \( \{ f(\xi) : (\xi, f(\xi)) \in \mathcal{D} \} \). For the approximation of \( f \) we choose a parameterized hypotheses space \( \mathcal{M} := \{ f^M(z, \cdot) : z \in \mathbb{R}^{Md} \} \), \( M, d \in \mathbb{N} \), where

\[
f^M(z, \xi) = \frac{1}{M} \sum_{i=1}^M \Psi(i, \xi), \quad \xi \in \Xi,
\]

with \( \Psi : \mathbb{R}^d \times \Xi \to \mathbb{R}^{k_0}, z = (z^i)_{i \in [M]} \) and \([M] := \{1, \ldots, M\} \). For example, one can choose \( \mathcal{M} \) to be the space of response functions of fully connected feed-forward neural networks with one hidden layer containing \( M \) hidden neurons. In that case, we choose a function \( \phi : \mathbb{R} \to \mathbb{R} \), the activation function, and we write \( z = (z^i)_{i \in [M]} \) with \( z^i = (c^i, U^i, b^i) \in \mathbb{R}^{k_0} \times \mathbb{R}^{m_0} \times \mathbb{R} \) and \( \Psi(z^i, \xi) = c^i \phi(U^i \cdot \xi + b^i) \). Then,

\[
f^M(z, \xi) = \frac{1}{M} \sum_{i=1}^M c^i \phi(U^i \cdot \xi + b^i), \quad \xi \in \Xi.
\]

The aim of risk minimization (with respect to the square loss) is to select a suitable model \( f^M(z, \cdot) \) minimizing the risk \( \tilde{R}(z) = \mathbb{E}_b \tilde{R}(z, \xi), z \in \mathbb{R}^{Md} \), for

\[
\tilde{R}(z, \xi) = \frac{1}{2} | f(\xi) - f^M(z, \xi) |^2, \quad z \in \mathbb{R}^{Md}, \xi \in \Xi.
\]

As before, this optimization task is executed by the stochastic gradient descent algorithm (1) with the starting value \( Z_0^0 = (Z_0^{i,n})_{i \in [M]} \) being a tuple of i.i.d. random variables with distribution \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) that are independent of \( \xi_n, n \in \mathbb{N}_0 \).

A simple computation gives that

\[
R(z) = C_f - \frac{1}{M} \sum_{i=1}^M F(z^i) + \frac{1}{2M^2} \sum_{i,j=1}^M K(z^i, z^j),
\]

\[2. \text{For simplicity we assume that the ground-truth is given by a function } f : \mathbb{R}^{m_0} \to \mathbb{R}^{k_0}.\]
where $C_f = \frac{1}{2} \mathbb{E}_\theta |f(\xi)|^2$ and

$$F(z^i) = \mathbb{E}_\theta \left[ f(\xi) \cdot \Psi(z^i, \xi) \right], \quad K(z^i, z^j) = \mathbb{E}_\theta \left[ \Psi(z^i, \xi) \cdot \Psi(z^j, \xi) \right].$$  

(7)

Taking

$$V(\nu, z^i) = \nabla F(z^i) - \int_{\mathbb{R}^d} \nabla_z K(z^i, y) \nu(dy),$$

$$G(\nu, z^i, \xi) = \left( f(\xi) - \int_{\mathbb{R}^d} \Psi(y, \xi) \nu(dy) \right) \nabla_z \Psi(z^i, \xi)$$

$$- \mathbb{E}_\theta \left[ \left( f(\xi) - \int_{\mathbb{R}^d} \Psi(y, \xi) \nu(dy) \right) \nabla_z \Psi(z^i, \xi) \right]$$

and replacing $\eta$ in (1) by $M\eta$, we can rewrite the expression for the dynamics of $Z^\eta_n = (Z^i_n)_{i \in [M]}, \ n \in \mathbb{N}_0,$ as follows

$$Z^\eta_{n+1} = Z^\eta_n + \eta V(\Gamma^M_n, Z^\eta_n) + \eta G(\Gamma^M_n, Z^\eta_n, \xi_n),$$

$$\Gamma^M_n = \frac{1}{M} \sum_{j=1}^M \delta_{Z^i_j, n}, \quad i \in [M], \ n \in \mathbb{N}_0,$$

(9)

where $\delta_z$ denotes the $\delta$-measure in $z$.

We obtain quantified estimates on the approximation of the dynamics of the empirical measure $\Gamma^M_n, \ n \in \mathbb{N}_0,$ of SGD by the solution to a distribution dependent stochastic modified flow (DDSMF)

$$dX^\eta_t(x) = \left[ V(\Lambda^\eta_t, X^\eta_t(x)) - \frac{\eta}{4} \nabla |V(\Lambda^\eta_t, X^\eta_t(x))|^2 - \frac{\eta}{4} \langle D|V(\Lambda^\eta_t, X^\eta_t(x))|^2, \Lambda^\eta_t \rangle \right] dt$$

$$+ \sqrt{\eta} \int_\Xi G(\Lambda^\eta_t, X^\eta_t(x), \xi) W(d\xi, dt),$$

$$X^\eta_0(x) = x, \quad \Lambda^\eta_t = \mu \circ (X^\eta_t)^{-1}, \quad x \in \mathbb{R}^d, \ t \geq 0,$$

(10)

where $D$ denotes the differentiation with respect to the measure dependent argument in the sense of Lions,$^3$ $\langle \varphi, \nu \rangle$ denotes the integration of a function $\varphi : \mathbb{R}^d \to \mathbb{R}$ with respect to a measure $\nu$ and $W$ is a cylindrical Wiener process on $L_2((\Xi, \varnothing); \mathbb{R})$. We remark that

$$\frac{1}{2} \langle D|V(\nu, z)|^2, \nu \rangle = V(\nu, z) \langle \nabla_x \nabla_z K(z, x), \nu(dx) \rangle,$$

according to the form of $V$ in (8) and properties of Lions derivative.

**Theorem 3 (see Theorem 12, Corollary 16 and Remark 17)** Let $\Psi$ be regular enough and $T > 0$. Then for every $\Phi \in C_b^1(P_2(\mathbb{R}^d))$ and $\mu \in P_2(\mathbb{R}^d)$ with a finite $p$ moment with $p > 2$, one has

$$\sup_{n,n\eta \leq T} \left| \mathbb{E} \Phi(\Lambda^\eta_n) - \mathbb{E} \Phi(\Gamma^M_n) \right| \lesssim \eta^2$$

for every $\eta > 0$ and $M$ large enough.

3. For more details see Section 2.2
Again, under the assumption of Corollary 16, there exists a unique solution to the DDSMF (10), see Theorem 5.

This extends the framework of SMEs and SMFs to (10) which can thus serve as the starting point to analyze the stochastic dynamics of SGD in large, shallow networks.

**Overview of the literature.** Stochastic modified equations as limiting objects of SGD in the regime of small learning rates have been introduced in Li et al. (2017, 2019). Following these original papers several results were derived for diffusion approximations with SMEs, e.g., generator based proofs (Feng et al. 2018; Hu et al. 2019), approximations for SGD without reshuffling (Ankirchner and Perko 2022) and uniform-in-time estimates for strongly convex objective functions (Feng et al. 2020; Li and Wang 2022). The approximating SME can be used to derive optimal hyperparameter schedules, e.g. for the learning rate (Li et al. 2017) or the batch-size (Zhao et al. 2022; Perko 2023). For a discussion on the validity of the diffusion approximation for finite (non-infinitesimal) learning rate see Li et al. (2021a).

The derivation of stochastic continuum limits of SGD has proven instrumental in the analysis of optimization dynamics in several regards. For example, in Wojtowytsch (2024) an analysis of the corresponding Fokker-Planck equation has been performed, proving that the limiting distribution carries more mass on flatter minima. This extends earlier work in Zhu et al. (2019); Xie et al. (2020), where the specific structure of the noise in supervised learning is shown to help escaping from sharp and poor minima. In Li et al. (2021b), an SDE approximation suggests that, along a manifold of minimizers, SGD has an implicit bias towards minimizing the trace of the Hessian. In Gess and Kassing (2023), a continuous time model was used in order to derive a Lyapunov function for the convergence rate of momentum SGD, see also Moucer et al. (2023) for a general approach for finding a Lyapunov function for continuous time optimization methods.

In Chizat and Bach (2018); Mei et al. (2018); Rotskoff and Vanden-Eijnden (2018a); Javanmard et al. (2020); Sirignano and Spiliopoulos (2020b), the convergence of gradient descent dynamics for overparameterized neural networks to a Wasserstein gradient flow has been analyzed. The conservative SPDE describing the mean-field limit that incorporates the fluctuations of the stochastic gradient descent was suggested in Rotskoff and Vanden-Eijnden (2018b, 2022). The rigorous study of the well-posedness of this conservative SPDE and proof of quantified central limit theorem has been done in Gess et al. (2022), using the observation that its solutions can be described by the SDE with interaction (11) below, which was investigated e.g., in Pilipenko (2006); Dorogovtsev (2024); Dorogovtsev and Ostapenko (2010); Belozerova (2020); Wang (2021) (see also Kurtz and Xiong 1999; Dorogovtsev 2004; Carmona et al. 2016; Wang 2021 for its connection with McKean–Vlasov SDEs with common noise). It should be noted that the stochastic modified flows proposed in this work are of a particular form of the SDE with interaction (11). In Rotskoff and Vanden-Eijnden (2018a); Sirignano and Spiliopoulos (2020a), a linear SPDE has been rigorously identified in the context of central limit fluctuations of stochastic gradient descent in the overparameterized regime.

**The paper is organized as follows:** In Section 2, we introduce a stochastic differential equation with interaction (see (11)) that covers both the SMF (4) and the DDSMF (10) and recall existence and uniqueness results assuming Lipschitz-continuity of its coefficients. Moreover, we state a result for the continuous dependence of solutions to the SDE with interaction with respect to its initial distribution, as well as an analog of Kolmogorov’s
equation in the setting of SDEs with interaction. Section 3 is devoted to the main result of this article, Theorem 12, which compares the dynamics of a discrete time Markov chain with those of a solution to a corresponding SDE with interaction. Theorem 1, Theorem 2 and Theorem 3 then follow as consequences of Theorem 12, see Corollary 14, Corollary 15 and Corollary 16, respectively.

2. Measure-valued Diffusion and Stochastic Modified Flows

The goal of this section is to prove the well-posedness for stochastic modified flows and investigate some properties of the associated semigroup. We recall that

$$\mathcal{P}_2(\mathbb{R}^d)$$

denotes the space of probability measures $$\mu$$ on $$\mathbb{R}^d$$ such that

$$\int_{\mathbb{R}^d} |x|^2 \mu(dx) < \infty$$

with the Wasserstein distance defined by

$$W_2(\mu, \nu) = \inf_{\chi \in \Pi(\mu, \nu)} \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |x-y|^2 \chi(dx, dy) \right)^{\frac{1}{2}},$$

where $$\Pi(\mu, \nu)$$ is the set of all probability measures on $$\mathbb{R}^d \times \mathbb{R}^d$$ with marginals $$\mu$$ and $$\nu$$. It is well-known that $$\mathcal{P}_2(\mathbb{R}^d)$$ equipped with the Wasserstein distance $$W_2$$ is a Polish space.

Let $$L_2((E, \nu); \mathbb{R}^k)$$ be the space of all 2-integrable functions from a measure space $$(E, \mathcal{E}, \nu)$$ to $$\mathbb{R}^k$$ with the usual inner product $$\langle \cdot, \cdot \rangle_\nu$$ and the associated norm $$\| \cdot \|_\nu$$. We will further fix a measure space $$(\Xi, \mathcal{G}, \vartheta)$$ such that $$\mathcal{L}_2((\Xi, \vartheta); \mathbb{R})$$ is separable. We will also consider a cylindrical Wiener process $$W_t, t \geq 0,$$ on $$L_2((\Xi, \vartheta); \mathbb{R})$$ defined on a filtered complete probability space $$(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}),$$

(i) for every $$t \geq 0$$, the map $$W_t : L_2((\Xi, \vartheta); \mathbb{R}) \to L_2((\Omega, \mathbb{P}); \mathbb{R})$$ is linear;

(ii) for every $$h \in L_2((\Xi, \vartheta); \mathbb{R})$$, $$W_t(h), t \geq 0,$$ is an $$(\mathcal{F}_t)_{t \geq 0}$$-Brownian motion with

$$\text{Var} W_t(h) = \| h \|_2^2 t.$$ We will assume that $$(\mathcal{F}_t)_{t \geq 0}$$ is the complete right-continuous filtration generated by $$W_t, t \geq 0.$$ For an $$(\mathcal{F}_t)_{t \geq 0}$$-progressively measurable $$L_2((\Xi, \vartheta); \mathbb{R}^k)$$-valued process $$g(t, \cdot) = \{g(t, \xi), \xi \in \Xi\}, t \geq 0,$$ with

$$\int_0^t \| g(s, \cdot) \|^2_2 ds < \infty$$
a.s. for every $$t \geq 0$$, we will write

$$\int_0^t \int_{\Xi} g(s, \xi) W(d\xi, ds) := \int_0^t \Upsilon(s) dW_s$$

for $$\Upsilon(s) = g(s, \cdot) h_\vartheta = (\langle g_i(s, \cdot), h \rangle_{\vartheta})_{i \in [k]}, h \in L_2((\Xi, \vartheta); \mathbb{R}).$$

We note that the stochastic integral with respect to a cylindrical Wiener process can be rewritten as an infinite sum of

---

4. See Section 2.1.2 in Gawarecki and Mandrekar (2011) for the definition and further properties.
5. For the definition of the integral with respect to a cylindrical Wiener process see, e.g., (Gawarecki and Mandrekar, 2011, Section 2.2.4).
stochastic integrals with respect to independent standard Brownian motions. Indeed, since $L_2((\Xi, \nu); \mathbb{R}^k)$ is a separable Hilbert space, there exists an orthonormal basis $\{e_n, n \in \mathbb{N}\}$ in $L_2((\Xi, \nu); \mathbb{R}^k)$. Then, according to Lemma 2.8 in Gawarecki and Mandrekar (2011),

$$\int_0^t \int_{\Xi} g(s, \xi) W(d\xi, ds) = \sum_{n=1}^{\infty} \int_0^t \langle g(s, \cdot), e_n \rangle_d dW_s(e_n),$$

where $W_t(e_n), t \geq 0, n \in \mathbb{N}$, are independent standard $(\mathcal{F}_t)_{t \geq 0}$-Brownian motions and the series on the right-hand side of the equation converges in $L_2((\Omega, \mathcal{F}, \mathbb{P}); \mathbb{R})$ for each $t \geq 0$.

### 2.1 Stochastic Modified Flows

For measurable functions $B : [0, \infty) \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$, $G : [0, \infty) \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \to L_2((\Xi, \nu); \mathbb{R}^d)$ and a probability measure $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, we consider the following stochastic differential equation

$$dX_t(x) = B(t, \Lambda_t, X_t(x)) dt + \int_{\Xi} G(t, \Lambda_t, X_t(x), \xi) W(d\xi, dt),$$

$$X_0(x) = x, \quad \Lambda_t = \mu \circ X_t^{-1}, \quad x \in \mathbb{R}^d, \quad t \geq 0. \tag{11}$$

It is clear that the equations (4) and (10) can be written in the form of (11). Therefore, in this section we will only focus on (11) which is called the stochastic differential equation with interaction and was studied, e.g., in Dorogovtsev and Kotelenez (1997); Pilipenko (2006); Wang (2021). Let $\mathcal{B}(E)$ denote the Borel $\sigma$-algebra on a topological space $E$. Following the definition from (Dorogovtsev, 2024, Definition 2.3.1) or (Gess et al., 2022, Definition 2.5), we introduce the notion of a solution to (11).

**Definition 4** A family of continuous processes $\{X_t(x), t \geq 0\}, x \in \mathbb{R}^d$, is called a (strong) solution to the SDE with interaction (11) with initial mass distribution $\mu \in \mathcal{P}_2(\mathbb{R}^d)$ if, for each $t \geq 0$ the restriction of $X$ to the time interval $[0, t]$ is $\mathcal{B}([0, t]) \otimes \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}_t$-measurable, $\Lambda_t = \mu \circ X_t^{-1}, t \geq 0$, is a continuous process in $\mathcal{P}_2(\mathbb{R}^d)$ and for every $x \in \mathbb{R}^d$, a.s.,

$$X_t(x) = x + \int_0^t B(s, \Lambda_s, X_s(x)) ds + \int_0^t \int_{\Xi} G(s, \Lambda_s, X_s(x), \xi) W(d\xi, ds),$$

for all $t \geq 0$. For convenience, we will also call the measure-valued process $\Lambda_t, t \geq 0$, a solution to (11).

Let $\phi_p(x) = |x|^p$, $x \in \mathbb{R}^d$. The following theorem was proved in Gess et al. (2022). See Theorem 2.9 and Corollary 2.10 for the well-posedness and the estimates; the existence of a continuous modification of $X$ was observed in the proof of Theorem 2.9 ibid.

**Theorem 5** Assume that the coefficients $B, G$ of (11) are Lipschitz continuous with respect to $(\mu, x) \in \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d$, that is, for every $T > 0$ there exists $L > 0$ such that for each $t \in [0, T], \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$ and $x, y \in \mathbb{R}^d$

$$|B(t, \mu, x) - B(t, \nu, y)| + \|G(t, \mu, x, \cdot) - G(t, \nu, y, \cdot)\|_\varnothing \leq L (W_2(\mu, \nu) + |x - y|), \tag{12}$$
and
\[ |B(t, \delta_0, 0)| + \|G(t, \delta_0, 0, \cdot)\|_\phi \leq L, \]  \label{13}
where \( \delta_0 \) denotes the \( \delta \)-measure at 0 on \( \mathbb{R}^d \). Then, for every \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), there exists a unique strong solution \( X_t(x), t \geq 0, x \in \mathbb{R}^d, \) to the SDE with interaction (11). Moreover, there exists a version of \( X_t(x), x \in \mathbb{R}^d \), that is a continuous in \( (t, x) \), and for every \( T > 0 \) and \( p \geq 2 \) there exists a constant \( C > 0 \) such that
\[ \mathbb{E} \sup_{t \in [0, T]} |X_t(x)|^p \leq C(1 + \langle \phi_p, \mu \rangle + |x|^p), \]
for all \( x \in \mathbb{R}^d \). In particular,
\[ \mathbb{E} \sup_{t \in [0, T]} \langle \phi_p, \Lambda_t \rangle \leq C(1 + \langle \phi_p, \mu \rangle), \]
where \( \Lambda_t = \mu \circ X_t^{-1} \).

From now on, we will only consider the version \( X_t(x), t \geq 0, x \in \mathbb{R}^d, \) of a solution to the SDE with interaction (11) which is continuous in \( (x, t) \). In order to reflect the dependency on the initial mass distribution we will write \( X_t(\mu, x) \) and \( \Lambda_t(\mu) \) instead of \( X_t(x) \) and \( \Lambda_t \).

We next recall the result on the continuous dependence of \( \Lambda_t(\mu), t \geq 0, \) with respect to the initial condition \( \mu \), that was obtained in (Gess et al., 2022, Theorem 2.14).

**Proposition 6** Under the assumption of Theorem 5, for every \( T > 0 \) there exists a constant \( C > 0 \) depending only on \( T \) and the Lipschitz constant \( L \) such that
\[ \mathbb{E} \sup_{t \in [0, T]} |X_t(\mu, x) - X_t(\nu, y)|^2 \leq C \left( \mathcal{W}_2^2(\mu, \nu) + |x - y|^2 \right) \]
and
\[ \mathbb{E} \sup_{t \in [0, T]} \mathcal{W}_2^2(\Lambda_t(\mu), \Lambda_t(\nu)) \leq C \mathcal{W}_2^2(\mu, \nu) \]
for all \( \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d) \) and \( x, y \in \mathbb{R}^d \).

### 2.2 Measure-valued Diffusion

The goal of this section is to obtain an analog of Kolmogorov’s equation for the process \( \Lambda_t(\mu), t \geq 0, \) given in (11). For this purpose, we need to recall the notion of Lions derivative according to Cardaliaguet (2013). We say that a function \( f : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}^k \) is \( L \)-differentiable at \( \mu \), if there exists an element \( Df(\mu) \) in \( L_2((\mathbb{R}^d, \mu); \mathbb{R}^k \times \mathbb{R}^d) \) such that
\[ \lim_{\|h\|_\mu \to 0} \frac{f(\mu \circ (id + h)^{-1}) - f(\mu) - \langle Df(\mu), h \rangle_\mu}{\|h\|_\mu} = 0, \]
where \( id \) denotes the identity map on \( \mathbb{R}^d \) and the limit is taken over \( h \in L_2((\mathbb{R}^d, \mu); \mathbb{R}^d) \). In this case, \( Df(\mu) \) is called the \( L \)-derivative of \( f \) at \( \mu \).
Remark 7 For the interested reader, we would like to note that the L-derivative is the Lions derivative introduced via the lifting of function on \( P_2(\mathbb{R}^d) \) to functions defined on a Hilbert space \( L_2((\tilde{\Omega}, \tilde{\mathbb{P}}); \mathbb{R}^d) \) for a probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\),\(^6\) according to the discussion in Section 2 in Ren and Wang (2020). Moreover, under some regularity assumptions on the L-derivative \( Df \), it coincides with the Wasserstein gradient and the gradient of the linear functional derivative,\(^7\) by Theorem 5.64 and Proposition 5.48 in Carmona and Delarue (2018), respectively.

Let \( f : P_2(\mathbb{R}^d) \rightarrow \mathbb{R}^k \) be continuous. If for every \( \mu \in P_2(\mathbb{R}^d) \) the function \( f \) is \( L \)-differentiable at \( \mu \) and its derivative has a \( \mu \)-version \( Df(\mu, x) \) such that \( Df(\mu, x) \) is jointly continuous in \((\mu, x) \in P_2(\mathbb{R}^d) \times \mathbb{R}^d \), we will say that \( f \) is continuously differentiable on \( P_2(\mathbb{R}^d) \). The set of all continuously differentiable functions on \( P_2(\mathbb{R}^d) \) will be denoted by \( C^1(P_2(\mathbb{R}^d)) \). We will also consider functions defined on the product space \([0, T] \times P_2(\mathbb{R}^d) \times \mathbb{R}^m \). Therefore, we define \( C^{0,1,1}_b(P_2(\mathbb{R}^d) \times \mathbb{R}^m) \) as a class of all continuous bounded functions \( f : [0, T] \times P_2(\mathbb{R}^d) \times \mathbb{R}^m \rightarrow \mathbb{R}^k \) that are continuously differentiable in the second and third variables and their derivatives are jointly continuous and bounded in all variables. Similarly, for \( l \in \mathbb{N} \) we can introduce the space \( C^{0,l,l}_b(P_2(\mathbb{R}^d) \times \mathbb{R}^m) \) by assuming that all mixed derivatives in the second and third variables to the \( l \)-th order exist and are jointly continuous and bounded in all variables.

Similarly to \( C^{0,l,l}_b([0, T] \times P_2(\mathbb{R}^d) \times \mathbb{R}^m) \), we define the class \( C^{d,l,l}_b([0, T] \times P_2(\mathbb{R}^d) \times \mathbb{R}^m) \) as the set of continuous and bounded functions \( f : [0, T] \times P_2(\mathbb{R}^d) \times \mathbb{R}^m \rightarrow L_2((\Xi, \mathbb{P}); \mathbb{R}^k) \) such that for \( \vartheta \)-a.e. \( \xi \in \Xi \) we have \( f(\cdot, \cdot, \cdot, \xi) \in C^{0,l,l}_b([0, T] \times P_2(\mathbb{R}^d) \times \mathbb{R}^m) \) and all its mixed derivatives up to the \( l \)-th order are continuous and bounded as \( L_2((\Xi, \mathbb{P}); \mathbb{R}^k) \)-valued functions.

If \( f \in C^{0,l,l}_b([0, T] \times P_2(\mathbb{R}^d) \times \mathbb{R}^m) \) is independent of the first variable (resp. first and third variables), we will simply write \( f \in C^{d,l}_b(P_2(\mathbb{R}^d) \times \mathbb{R}^m) \) (resp. \( f \in C^{d}_b(P_2(\mathbb{R}^d)) \)). The set \( C^{d,l}_b([0, T] \times P_2(\mathbb{R}^d) \times \mathbb{R}^m) \) is defined analogously.

Example 1 If \( \varphi_i \in C^1_b(\mathbb{R}^d) \), \( i \in [n] \), and \( h \in C^1(\mathbb{R}^n) \) then \( f(\mu) = h(\langle \varphi_1, \mu \rangle, \ldots, \langle \varphi_n, \mu \rangle) \), \( \mu \in P_2(\mathbb{R}^d) \), belongs to \( C^1_b(P_2(\mathbb{R}^d)) \) and

\[
Df(\mu, x) = \sum_{i=1}^n \partial_i h(\langle \varphi_1, \mu \rangle, \ldots, \langle \varphi_n, \mu \rangle) \nabla \varphi_i(x), \quad x \in \mathbb{R}^d, \quad \mu \in P_2(\mathbb{R}^d).
\]

For the coefficients \( B \) and \( G \) of the equation (11), we define the following second-order differential operator

\[
\mathcal{L}_f(\mu) := \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{A}(t, \mu, x, y) : D^2 f(\mu, x, y) \mu(dx) \mu(dy) \\
+ \frac{1}{2} \int_{\mathbb{R}^d} A(t, \mu, x) : \nabla Df(\mu, x) \mu(dx) \\
+ \int_{\mathbb{R}^d} B(t, \mu, x) \cdot Df(\mu, x) \mu(dx),
\]

\(^6\) See Definition 6.1 in Cardaliaguet (2013) or Definition 5.22 in Carmona and Delarue (2018).

\(^7\) For the definitions of the Wasserstein gradient and the linear functional derivative see e.g. Definitions 5.62 and 5.43 in Carmona and Delarue (2018), respectively.
for $f \in C_b^2(\mathcal{P}_2(\mathbb{R}^d))$, where
\[
\tilde{A}(t, \mu, x, y) = \mathbb{E}_\varnothing \left[ G(t, \mu, x, \xi) \otimes G(t, \mu, y, \xi) \right] \\
= ( (G_i(t, \mu, x, \cdot), G_j(t, \mu, y, \cdot)) \vartheta )_{i,j \in [d]},
\]
and we use the notation $C : D = \sum_{i,j=1}^d c_{i,j} d_{i,j}$ for $C = (c_{i,j})_{i,j \in [d]}, D = (d_{i,j})_{i,j \in [d]}$ and $a \cdot b = \sum_{i=1}^d a_i b_i$ for $a = (a_i)_{i \in [d]}, b = (b_i)_{i \in [d]}$.

We next provide the well posedness of the Kolmogorov equation associated to (11). This result can be obtained as in the proof of Theorem 3.1 in Wang (2021) with slight changes, where a similar equation driven by a finite dimensional noise was considered.

**Proposition 8 (Kolmogorov equation)** Let $T > 0$ and the coefficients $B$, $G$ of (11) belong to $C^{0,2,2}_b([0, T] \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)$ and $C^{0,2,2}_b([0, T] \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)$, respectively. For $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, let $\Lambda_t(\mu), t \in [0, T]$, be a solution to (11) with initial mass distribution $\Lambda_0(\mu) = \mu$. Then, for every $\Phi \in C^{2}_b(\mathcal{P}_2(\mathbb{R}^d))$, the function
\[
U(t, \mu) = \mathbb{E}_\Phi(\Lambda_t(\mu)), \quad (t, \mu) \in [0, T] \times \mathcal{P}_2(\mathbb{R}^d),
\]
is a unique solution to the equation
\[
\partial_t U(t, \mu) = \mathcal{L}_t U(t, \mu),
\]
\[U(0, \mu) = \Phi(\mu), \quad (t, \mu) \in [0, T] \times \mathcal{P}_2(\mathbb{R}^d),\] (15)
in the class $C^{0,2}_b([0, T] \times \mathcal{P}_2(\mathbb{R}^d))$ with $\partial_t U \in C([0, T] \times \mathcal{P}_2(\mathbb{R}^d))$.

If, additionally, $B \in C^{0,1,1}_b([0, T] \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)$, $G \in C^{0,1,1}_b([0, T] \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)$ and $\Phi \in C^{1}_b(\mathcal{P}_2(\mathbb{R}^d))$, for some $l > 2$, then $U \in C^{d,l}_b([0, T] \times \mathcal{P}_2(\mathbb{R}^d)).$

**Remark 9** In general, the constants that estimate the uniform norm of derivatives of a solution $U$ to the equation (15) will depend on $T$ and increase exponentially fast as $T \to \infty$.\(^8\)

However, we believe that additional convexity assumptions (e.g. choosing $B = \nabla R$ for a strongly convex function $R$) can prevent a blow-up of the corresponding constants at infinity and open the way for a uniform-in-time analysis of the stochastic modified equation, see Feng et al. (2020); Li and Wang (2022), and the mean-field dynamics, see Chen et al. (2022); Suzuki et al. (2023).

### 3. Diffusion Approximation via Stochastic Modified Flows

The goal of this section is to prove the theorems stated in the introduction. For this, we first show a general result comparing the dynamics of a Markov chain defined below with a corresponding SDE with interaction and cylindrical noise. Then, we show that the results given in the introduction immediately follow from the general comparison statement. We fix measurable functions $V : \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ and $G : \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \to L_2(\Xi, \vartheta; \mathbb{R}^d)$ such

---

\(^8\) We refer the reader to estimates in Section 3 in Wang (2021) for more details.
Lemma 10 Let $\xi_n$, $n \in \mathbb{N}_0$, be a Markov chain defined by
\[
Z_{n+1}^\eta(z) = Z_n^\eta(z) + \eta V(\Gamma_n^\eta, Z_n^\eta(z)) + \eta G(\Gamma_n^\eta, Z_n^\eta(z), \xi_n),
\]
where $\xi_n$, $n \in \mathbb{N}_0$, are i.i.d. sampled from the distribution $\theta$. We remark that, e.g., the SGD dynamics in the overparameterized shallow neural network in (9) can be written in form of (16) by taking $\mu = \frac{1}{M} \sum_{i=1}^M \delta_{Z_i^\eta}$ and $Z_n^i, Z_n^\eta = Z_n^i(Z_n^\eta)$, $i \in [M]$. We will approximate $\Gamma_n^\eta$, $n \in \mathbb{N}_0$, by solutions to the DDSMF
\[
dX_t^n(x) = \left[ V(\Lambda_t^n, X_t^n(x)) - \frac{\eta}{4} \nabla V(\Lambda_t^n, X_t^n(x))^2 - \frac{\eta}{4} \langle D V(\Lambda_t^n, X_t^n(x)) \rangle, \Lambda_t^n \right] dt \\
+ \sqrt{\eta} \int_\Xi G(\Lambda_t^n, X_t^n(x)) W(d\xi, dt),
\]
where $W$ is a cylindrical Wiener process on $L_2((\Xi, \theta); \mathbb{R})$. We first prove some auxiliary statements that will imply the well-posedness of the DDSMF (17).

**Lemma 10** Let $\varepsilon > 0$ and $\gamma_s$, $s \in [0, \varepsilon]$, be a family of square integrable random variables on $\mathbb{R}^k$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. If
\[
\gamma'_0 := \lim_{s \to 0^+} \frac{\gamma_s - \gamma_0}{s}
\]
exists in $L_2((\Omega, \mathbb{P}); \mathbb{R}^k)$, then for every $f \in C^1(\mathcal{P}_2(\mathbb{R}^k))$ one has
\[
\lim_{s \to 0^+} \frac{f(\text{Law}(\gamma_s)) - f(\text{Law}(\gamma_0))}{s} = \mathbb{E} \left[ D f(\text{Law}(\gamma_0), \gamma_0) \cdot \gamma'_0 \right].
\]

**Proof** This statement was obtained in (Wang, 2021, Lemma 2.4).

**Lemma 11** Let the functions $V$ and $G$ belong to $C^{1,1}_b(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)$ and $C^{1,1}_b(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)$, respectively. Then, for every $x, y \in \mathbb{R}^d$ and $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$, we have
\[
|V(\mu, x) - V(\nu, y)| + \|G(\mu, x, \cdot) - G(\nu, y, \cdot)\|_{\theta} \leq L (W_2(\mu, \nu) + |x - y|),
\]
with
\[
L = \sup_{x,y\in\mathbb{R}^d, \mu \in \mathcal{P}_2(\mathbb{R}^d)} (|\nabla V(\mu, x)| + |DV(\mu, x, y)|) \\
+ \sup_{x,y\in\mathbb{R}^d, \mu \in \mathcal{P}_2(\mathbb{R}^d)} (|\nabla G(\mu, x, \cdot)|_{\theta} + |DG(\mu, x, y, \cdot)|_{\theta}).
\]

**Proof** Let $x, y \in \mathbb{R}^d$ and $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$ be fixed. We take an arbitrary probability measure $\chi$ on $\mathbb{R}^d \times \mathbb{R}^d$ with marginals $\mu, \nu$ and consider random variables $\zeta_0, \zeta_1$ on the probability
space \((\mathbb{R}^d \times \mathbb{R}^d, \mathcal{B}(\mathbb{R}^d \times \mathbb{R}^d), \chi)\) defined by \(\zeta_0(x, y) = y\) and \(\zeta_1(x, y) = x\) for all \((x, y) \in \mathbb{R}^d \times \mathbb{R}^d\). Then \(\text{Law}(\zeta_0) = \nu\) and \(\text{Law}(\zeta_1) = \mu\). Set \(\gamma_s = (1 - s)\zeta_0 + s\zeta_1, s \in [0, 1]\), and note that \(\gamma_i = \zeta_i, \text{ for } i \in \{0, 1\}, \text{ and } \gamma'_s = (\zeta_1 - \zeta_0), \text{ for all } s \in [0, 1]\). We have

\[
|V(\mu, x) - V(\nu, y)| \leq |V(\mu, x) - V(\mu, y)| + |V(\mu, y) - V(\nu, y)|
\]

and we can bound the terms on the right hand side of the inequality as follows. With the mean-value theorem, the first term can be bounded by \(\sup_{z \in \mathbb{R}^d, \rho \in \mathcal{P}_2(\mathbb{R}^d)} |\nabla V(\rho, z)| |x - y|\).

To bound the second term, we will use Lemma 10 and the mean-value theorem:

\[
|V(\mu, y) - V(\nu, y)| = |V(\text{Law}(\zeta_1), y) - V(\text{Law}(\zeta_0), y)| \leq \sup_{s \in [0, 1]} \left| \frac{d}{ds} V(\text{Law}(\gamma_s), y) \right|
\]

\[
\leq \sup_{z_1, z_2 \in \mathbb{R}^d, \rho \in \mathcal{P}_2(\mathbb{R}^d)} |\nabla V(\rho, z_1)| \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |\zeta_1(z_1, z_2) - \zeta_0(z_1, z_2)| \chi(dz_1, dz_2)
\]

\[
\leq \sup_{z_1, z_2 \in \mathbb{R}^d, \rho \in \mathcal{P}_2(\mathbb{R}^d)} |\nabla V(\rho, z_1, z_2)| \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |z_2 - z_1|^2 \chi(dz_1, dz_2) \right)^{\frac{1}{2}}.
\]

Taking the infimum over all probability measures \(\chi\) on \(\mathbb{R}^d \times \mathbb{R}^d\) with marginals \(\mu, \nu\), we obtain

\[
|V(\mu, y) - V(\nu, y)| \leq \sup_{z_1, z_2 \in \mathbb{R}^d, \rho \in \mathcal{P}_2(\mathbb{R}^d)} |\nabla V(\rho, z_1, z_2)| \mathcal{W}_2(\mu, \nu).
\]

The estimate for \(\|G(x, \mu) - G(y, \nu)\|_\theta\) can be obtained similarly.

Now we are ready to proof the main result of this work.

**Theorem 12** Let \(V \in \mathcal{C}^{5,5}_b(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d), G \in \mathcal{C}^{4,4}_b(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)\). For \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\) and \(\eta > 0\), let \(\Gamma_n^\eta(\mu), n \in \mathbb{N}_0\), and \(\Lambda_t^\eta(\mu), t \geq 0\), be defined by (16), and (17), respectively. Assume that \(\mathbb{E}_\theta G(\mu, x, \xi) = 0\) for all \(\mu \in \mathcal{P}_2(\mathbb{R}^d), x \in \mathbb{R}^d\) as well as

\[
\sup_{x \in \mathbb{R}^d} \sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \mathbb{E}_\theta |G(\mu, x, \xi)|^3 < \infty.
\]

Then, for every \(\Phi \in \mathcal{C}^{4}_b(\mathcal{P}_2(\mathbb{R}^d))\) and \(T > 0\) there exists a constant \(C\) independent of \(\eta\) such that

\[
\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \sup_{n:n\eta \leq T} \left| \mathbb{E}_\Phi(\Lambda_n^\eta(\mu)) - \mathbb{E}_\Phi(\Gamma_n^\eta(\mu)) \right| \leq C\eta^2,
\]

for all \(\eta > 0\).

**Proof** We first remark that the measure-valued process \(\Lambda_t^\eta(\mu), t \geq 0\), is uniquely defined due to Theorem 5 and Lemma 11. Without loss of generality, we consider \(\eta \leq T\). The proof of this theorem relies on the comparison of the generators associated with the processes \(\Gamma_n^\eta(\mu), n \in \mathbb{N}_0\), and \(\Lambda_t^\eta(\mu), t \geq 0\), up to a certain order of \(\eta\). We first demonstrate how such a bound on their difference can be used to conclude the proof.
We start from the definition of the transition semigroup for the process $\Gamma_n^\eta(\mu)$, $n \in \mathbb{N}_0$. For convenience of notation, we will drop the superscript $\eta$ in $\Gamma_n^\eta$ and $\Lambda_t^\eta$ and simply write $\Gamma_n$ and $\Lambda_t$, respectively. Note that $\Gamma_{n+1} = \Gamma_n \circ Y_n^{-1}(\cdot)$, where

$$Y_n(\mu, y) = y + \eta V(\mu, y) + \eta G(\mu, y, \xi_n), \quad \mu \in \mathcal{P}_2(\mathbb{R}^d), \quad y \in \mathbb{R}^d.$$ 

Indeed, by (16), $Z_{n+1}(z) = Y_n(\Gamma_n, Z_n(z))$, $z \in \mathbb{R}^d$, and, hence,

$$\Gamma_n \circ Y_n^{-1}(\cdot) = \mu \circ Z_n^{-1} \circ Y_n^{-1}(\cdot)$$

$$= \mu \circ Y_n(\Gamma_n, Z_n(\cdot))^{-1} = \mu \circ Z_n^{-1} = \Gamma_n,$$

for all $n \in \mathbb{N}_0$. Therefore, defining the linear operator $S$ on the set of all bounded measurable functions $\Psi : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}$ by

$$S\Psi(\mu) = E_\theta \Psi(\mu \circ Y_1^{-1}(\mu)), \quad \mu \in \mathcal{P}_2(\mu),$$

we conclude that

$$E_\theta \Psi(\Gamma_n(\mu)) = E_\theta \Psi(\Gamma_{n-1}(\mu) \circ Y_n^{-1}(\Gamma_{n-1}(\mu))),$$

$$= E_\theta \left[ E_\theta \left[ \Psi(\Gamma_{n-1}(\mu) \circ Y_n^{-1}(\Gamma_{n-1}(\mu))) \big| \Gamma_{n-1}(\mu) \right]\right]$$

$$= E_\theta S\Psi(\Gamma_{n-1}(\mu)) = \cdots = S^n\Psi(\mu),$$

for all $n \in \mathbb{N}$. Hence, defining $U(t, \mu) = \mathcal{E}\Phi(\Lambda_t(\mu))$, $t \geq 0$, $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, and using (20), we get for each $\mu \in \mathcal{P}_2(\mathbb{R}^d)$ and $n \in \mathbb{N}$

$$\mathcal{E}\Phi(\Gamma_n(\mu)) - \mathcal{E}\Phi(\Lambda_{n\eta}(\mu)) = S^n \Phi(\mu) - U(t_n, \mu)$$

$$= \sum_{i=0}^{n-1} S^{n-i-1} (SU(t_i, \mu) - U(t_{i+1}, \mu)), \quad (21)$$

where $t_i := i\eta$.

Thus, by (21), and by the inequality

$$\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} |S\Psi(\mu)| \leq \sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} |\Psi(\mu)|,$$

we deduce that for all $n \in \mathbb{N}$ with $n\eta \leq T$

$$\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} |\mathcal{E}\Phi(\Lambda_{n\eta}(\mu)) - \mathcal{E}\Phi(\Gamma_n(\mu))| \leq \sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \sum_{i=0}^{n-1} |SU(t_i, \mu) - U(t_{i+1}, \mu)|, \quad (22)$$

In conclusion, to prove (19), it remains to compare $SU(t_i, \mu)$ with $U(t_{i+1}, \mu)$. For this, we will expand the generators associated with the processes $\Gamma_n^\eta(\mu)$, $n \in \mathbb{N}_0$, and $\Lambda_t^\eta(\mu)$, $t \geq 0$, with respect to $\eta$ up to the second order.

To obtain the expansion of $S\Psi(\mu)$ for $\Psi \in C_b^3(\mathcal{P}_2(\mathbb{R}^d))$, we fix $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, $\xi \in \Xi$ and consider $Y(\mu, y) = y + \eta V(\mu, y) + \eta G(\mu, y, \xi)$, $y \in \mathbb{R}^d$, as a random variable on the probability space $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d), \mu)$. Define

$$\gamma_s(y) = (1-s)y + syY(\mu, y), \quad y \in \mathbb{R}^d, \quad s \in [0,1].$$
Then $\gamma_0(y) = y$, $\gamma_1(y) = Y(\mu, y)$, $\gamma'_1(y) = \eta(V(\mu, y) + G(\mu, y, \xi))$ and \text{Law}($\gamma_s$) := $\mu \circ \gamma^{-1}_s$ for all $y \in \mathbb{R}^d$, $s \in [0, 1]$. Using Taylor’s formula, we obtain

$$
\Psi(\mu \circ Y^{-1}(\mu, \cdot)) = \Psi(\text{Law}(\gamma_1)) = \Psi(\text{Law}(\gamma_0)) + \frac{d}{ds}\Psi(\text{Law}(\gamma_s))|_{s=0} + \frac{1}{2}\frac{d^2}{ds^2}\Psi(\text{Law}(\gamma_s))|_{s=0} + \frac{1}{2}\int_0^1 \frac{d^3}{ds^3}\Psi(\text{Law}(\gamma_s))(1-s)^3 ds. \tag{23}
$$

We next compute the derivatives appearing in the expression above. By Lemma 10, we get

$$
\frac{d}{ds}\Psi(\text{Law}(\gamma_s)) = \eta \int_{\mathbb{R}^d} D\Psi(\text{Law}(\gamma_s), \gamma_s(x)) \cdot (V(\mu, x) + G(\mu, x, \xi))\mu(dx)
$$

and

$$
\frac{d^2}{ds^2}\Psi(\text{Law}(\gamma_s)) = \eta^2 \int_{\mathbb{R}^d} D^2\Psi(\text{Law}(\gamma_s), \gamma_s(x)) \cdot (V(\mu, x) + G(\mu, x, \xi))\mu(dx) = 
$$

$$
\eta^2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D^2\Psi(\text{Law}(\gamma_s), \gamma_s(x), \gamma_s(y)) : (V(\mu, x) + G(\mu, x, \xi)) \otimes (V(\mu, y) + G(\mu, y, \xi))\mu(dx)\mu(dy)
$$

$$
+ \eta^2 \int_{\mathbb{R}^d} \nabla D\Psi(\text{Law}(\gamma_s), \gamma_s(x)) : (V(\mu, x) + G(\mu, x, \xi)) \otimes (V(\mu, x) + G(\mu, x, \xi))\mu(dx).
$$

The third derivative $\frac{d^3}{ds^3}\Psi(\text{Law}(\gamma_s))$ can be computed analogously. Since its precise form is not needed, we omit its computation and observe only that $\frac{d^3}{ds^3}\Psi(\text{Law}(\gamma_s))$, $s \in [0, 1]$, is uniformly bounded by $C\|\Psi\|_{C^3_0}$ for some constant $C > 0$ depending in particular on $\int |G(\mu, x, \xi)|^3 \mu(dx)$.

Taking the expectation of (23) with respect to $\vartheta$ and using Fubini’s theorem, the equalities $\gamma_0(x) = x$, \text{Law}($\gamma_0$) = $\mu$, $\mathbb{E}_\vartheta G(\mu, x, \xi) = 0$, the assumption in (18) and the fact that $\Psi \in C^3_0(\mathcal{P}_2(\mathbb{R}^d))$, we obtain

$$
\mathcal{S}\Psi(\mu) = \mathbb{E}_\vartheta \Psi(\text{Law}(\gamma_1)) = \Psi(\mu) + \eta \int_{\mathbb{R}^d} D\Psi(\mu, x) \cdot V(\mu, x)\mu(dx)
$$

$$
+ \frac{\eta^2}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D^2\Psi(\mu, x, y) : V(\mu, x) \otimes V(\mu, y)\mu(dx)\mu(dy)
$$

$$
+ \frac{\eta^2}{2} \int_{\mathbb{R}^d} \nabla D\Psi(\mu, x) : V(\mu, x) \otimes V(\mu, x)\mu(dx)
$$

$$
+ \frac{\eta^2}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D^2\Psi(\mu, x, y) : \mathcal{A}(\mu, x, y)\mu(dx)\mu(dy)
$$

$$
+ \frac{\eta^2}{2} \int_{\mathbb{R}^d} \nabla D\Psi(\mu, x) : \mathcal{A}(\mu, x)\mu(dx) + \eta^3 R_1(\Psi, \mu), \tag{24}
$$

where $\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} |R_1(\Psi, \mu)| \leq C\|\Psi\|_{C^3_0}$, for a constant $C > 0$ and

$$
\mathcal{A}(\mu, x, y) = \mathbb{E}_\vartheta [G(\mu, x, \xi) \otimes G(\mu, y, \xi)], \quad \mathcal{A}(\mu, x) = \mathcal{A}(\mu, x, x).
$$
We next expand the generator of the process \( \Lambda_t^\eta(\mu), \ t \geq 0 \). Recall that \( U(t, \mu) = \mathbb{E}\Phi(\Lambda_t(\mu)), \ t \geq 0, \mu \in \mathcal{P}_2(\mathbb{R}^d) \). According to Proposition 8, we can conclude that for every \( t \geq t_i \)

\[
U(t, \mu) = U(t_i, \mu) + \int_{t_i}^t \mathcal{L}U(r, \mu)dr,
\]

where \( \mathcal{L} = \mathcal{L}_1 + \eta \mathcal{L}_2 \) and

\[
\mathcal{L}_1 U(r, \mu) := \int_{\mathbb{R}^d} V(\mu, x) \cdot DU(r, \mu, x)\mu(dx),
\]

\[
\mathcal{L}_2 U(r, \mu) := \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{A}(\mu, x, y) : D^2U(r, \mu, x, y)\mu(dx)\mu(dy)
+ \frac{1}{2} \int_{\mathbb{R}^d} A(\mu, x) : \nabla DU(r, \mu, x)\mu(dx)
- \frac{1}{4} \int_{\mathbb{R}^d} \nabla|V(\mu, x)|^2 \cdot DU(r, \mu, x)\mu(dx)
- \frac{1}{4} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D|V(\mu, x)|^2(y) \cdot DU(r, \mu, x)\mu(dx)\mu(dy).
\]

Iterating the equality (25) as in the proof of Lemma 3 in Li and Wang (2022), we obtain

\[
U(t_{i+1}, \mu) = U(t_i, \mu) + \eta \mathcal{L}_1 U(t_i, \mu) + \eta^2 \left( \mathcal{L}_2 + \frac{1}{2} \mathcal{L}_1^2 \right) U(t_i, \mu) + \eta^3 R_2(\mu),
\]

where \( \sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} |R_2(\mu)| \leq C\|U\|_{C^{0,4}_{\alpha}([0,T] \times \mathcal{P}_2(\mathbb{R}^d))} \) for a constant \( C > 0 \).

In order to compare \( SU(t_i, \mu) \) and \( U(t_{i+1}, \mu) \), we next express \( \mathcal{L}_2 + \frac{1}{2} \mathcal{L}_1^2 \) in terms of the coefficients of the equation (17). Note that, according to Example 1, we have

\[
\nabla^2 U(r, \mu, x) = \nabla \left[ V(\mu, x) \cdot DU(r, \mu, x) \right] + \int_{\mathbb{R}^d} D \left[ V(\mu, y) \cdot DU(r, \mu, y) \right](x)\mu(dy)
= DU(r, \mu, x)\nabla V(\mu, x) + V(\mu, x)\nabla DU(r, \mu, x)
+ \int_{\mathbb{R}^d} DU(r, \mu, y)DV(\mu, y, x)\mu(dy) + \int_{\mathbb{R}^d} V(\mu, y)D^2U(r, \mu, y, x)\mu(dy).
\]

Thus, using the equalities
\[
\frac{1}{2} \nabla|V(\mu, x)|^2 = V(\mu, x)\nabla V(\mu, x) \quad \text{and} \quad \frac{1}{2} D|V(\mu, x)|^2(y) = V(\mu, x)DV(\mu, y, x),
\]
we get

\[
\mathcal{L}_1^2 U(r, \mu, x) = \frac{1}{2} \int_{\mathbb{R}^d} \nabla|V(\mu, x)|^2 \cdot DU(r, \mu, x)\mu(dx)
+ \int_{\mathbb{R}^d} \nabla DU(r, \mu, x) : V(\mu, x) \otimes V(\mu, x)\mu(dx)
+ \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D|V(\mu, x)|^2(y) \cdot DU(r, \mu, x)\mu(dx)\mu(dy)
+ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D^2U(r, \mu, x, y) : V(\mu, x) \otimes V(\mu, y)\mu(dx)\mu(dy).
\]
Consequently,

\[
\left( L_2 + \frac{1}{2} L_1^2 \right) U(r, \mu) = \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \hat{A}(\mu, x, y) : D^2U(r, \mu, x, y) \mu(dx) \mu(dy) \\
+ \frac{1}{2} \int_{\mathbb{R}^d} A(\mu, x) : \nabla D U(r, \mu, x) \mu(dx) \\
- \frac{1}{4} \int_{\mathbb{R}^d} \nabla|V(\mu, x)|^2 \cdot D U(r, \mu, x) \mu(dx) \\
- \frac{1}{4} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D|V(\mu, x)|^2(y) \cdot D U(r, \mu, x) \mu(dx) \mu(dy) \\
+ \frac{1}{4} \int_{\mathbb{R}^d} \nabla|V(\mu, x)|^2 \cdot D U(r, \mu, x) \mu(dx) \\
+ \frac{1}{2} \int_{\mathbb{R}^d} \nabla D U(r, \mu, x) : V(\mu, x) \otimes V(\mu, x) \mu(dx) \\
+ \frac{1}{4} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D|V(\mu, x)|^2(y) \cdot D U(r, \mu, x) \mu(dx) \mu(dy) \\
+ \frac{1}{2} \int_{\mathbb{R}^d} \nabla D U(r, \mu, x) : V(\mu, x) \otimes V(\mu, x) \mu(dx) \\
+ \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D^2U(r, \mu, x, y) : V(\mu, x) \otimes V(\mu, y) \mu(dx) \mu(dy) \\
= \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \hat{A}(\mu, x, y) : D^2U(r, \mu, x, y) \mu(dx) \mu(dy) \\
+ \frac{1}{2} \int_{\mathbb{R}^d} A(\mu, x) : \nabla D U(r, \mu, x) \mu(dx) \\
+ \frac{1}{2} \int_{\mathbb{R}^d} \nabla D U(r, \mu, x) : V(\mu, x) \otimes V(\mu, x) \mu(dx) \\
+ \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D^2U(r, \mu, x, \mu) : V(\mu, x) \otimes V(\mu, y) \mu(dx) \mu(dy).
\]

Comparing (26) with (24) for \( \Psi = U(t_i, \cdot) \), we conclude that

\[
\mathcal{S} U(t_i, \mu) = U(t_i, \mu) + \eta \mathcal{L}_1 U(t_i, \mu) + \eta^2 \left( L_2 + \frac{1}{2} L_1^2 \right) U(t_i, \mu) + \eta^3 R_1(U(t_i, \cdot), \mu) \\
= U(t_{i+1}, \mu) + \eta^3 R_1(U(t_i, \cdot), \mu) - \eta^3 R_2(\mu).
\]

Inserting into (21), and using the fact that \( U \in \mathcal{C}^{0,4}_b([0, T] \times \mathcal{P}_2(\mathbb{R}^d)) \) (see Proposition 8), yields, for all \( n \in \mathbb{N} \) with \( n\eta \leq T \)

\[
\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} |\mathbb{E}\Phi(\Lambda_{n\eta}(\mu)) - \mathbb{E}\Phi(\Gamma_n(\mu))| \leq \sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \sum_{i=0}^{n-1} \eta^3 |R_1(U(t_i, \cdot, \mu) - R_2(\mu)| \\
\leq C n\eta^3 \leq CT\eta^2,
\]

where \( C \) is a constant that depends on \( T \), see Remark 9. This completes the proof of the theorem. \( \blacksquare \)
Remark 13 From the proof of Theorem 12 one can see that for every $\Phi \in C^0_b(\mathcal{P}_2(\mathbb{R}^d))$ and $T > 0$ there exists a constant $C > 0$ such that
\[
\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \sup_{n : \eta \leq T} |\mathbb{E}\Phi(\Lambda_{n\eta}(\mu)) - \mathbb{E}\Phi(\Gamma_n(\mu))| \leq C\eta,
\]
for all $\eta > 0$, if $\Lambda_t = \Lambda_t(\mu)$, $t \geq 0$, is defined by the SDE with interaction
\[
dx_t(x) = V(\Lambda_t, x)dt + \sqrt{\eta} \int_{\Xi} G(\Lambda_t, x)W(d\xi, dt),
\]
\[
X_0(x) = x, \quad \Lambda_t = \mu \circ X_t^{-1}, \quad x \in \mathbb{R}^d, \quad t \geq 0.
\]

We now apply Theorem 12 to the comparison of the SGD dynamics and stochastic modified flows considered in the introduction. First, we recover a variant of the statement for stochastic modified equations.

Corollary 14 Let $Z^\eta_n(x)$, $n \in \mathbb{N}_0$, be defined by (1) for a loss function $\bar{R}$ and $X_t^\eta(x)$, $t \geq 0$, be a solution to (4). Let also $\tilde{R}(\cdot, \xi) \in C^0_b(\mathbb{R}^d)$ for $\theta$-a.e. $\xi \in \Xi$ and assume that
\[
\int_\Xi \| \tilde{R}(\cdot, \xi) \|^2_{C^0_b} \vartheta(d\xi) < \infty \quad \text{and} \quad \sup_{x \in \mathbb{R}^d} \mathbb{E}_\vartheta |\nabla \tilde{R}(x, \xi)|^3 < \infty.
\]

Then, for every $f \in C^0_b(\mathbb{R}^d)$ and $T > 0$, there exists a constant $C > 0$ independent of $\eta$ such that
\[
\sup_{x \in \mathbb{R}^d} \sup_{n : \eta \leq T} |\mathbb{E}f(X^\eta_{n\eta}(x)) - \mathbb{E}f(Z^\eta_{n}(x))| \leq C\eta^2
\]
for all $\eta > 0$.

Proof Using the dominated convergence theorem it is easily seen that the functions $V := -\nabla \bar{R}$ and $G := \nabla \tilde{R} - \nabla \bar{R}$ belong to $C^0_b(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)$ and $C^0_b(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d)$, respectively, where $\bar{R} = \mathbb{E}_\vartheta \bar{R}$. Moreover, $\mathbb{E}_\vartheta G(x, \xi) = 0$ for all $x \in \mathbb{R}^d$ and $\sup_{x \in \mathbb{R}^d} \mathbb{E}_\vartheta |G(x, \xi)|^3 < \infty$. Hence, applying Theorem 12 to the function $\Phi(\mu) = \langle f, \mu \rangle$, $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, that trivially belongs to $C^0_b(\mathcal{P}_2(\mathbb{R}^d))$, we obtain
\[
\sup_{x \in \mathbb{R}^d} \sup_{n : \eta \leq T} |\mathbb{E}f(X^\eta_{n\eta}(x)) - \mathbb{E}f(Z^\eta_{n}(x))| \leq C\eta^2,
\]
for all $\eta > 0$ and some constant $C > 0$ independent of $\eta$, where $\Lambda_t^\eta(\mu) = \mu \circ (X_t^\eta)^{-1}$ and $\Gamma^\eta_n(\mu) = \mu \circ (Z^\eta_n)^{-1}$. This completes the proof of the statement.

The next example shows the limited regularity properties of the solution to the SME (2).
Example 2 Let \((\Xi, G, \vartheta)\) be a probability space with \(\vartheta(\{1\}) = \vartheta(\{-1\}) = \frac{1}{2}\) and let \(\tilde{R}(x, \xi) = \frac{1}{2}x^2\) for all \(x \in \mathbb{R}\) and \(\xi \in \Xi\). Then \(R = 0\) and \(\Sigma^{1/2}(x) = |x|\) for all \(x \in \mathbb{R}\). Let \(x, \eta > 0\). Then \(Y_t^n(x) := x \exp\left(\sqrt{\eta}W_t - \frac{\eta}{2}t\right)\), \(t \geq 0\), solves the SDE (2) with \(Y_0^n(x) = x\). Contrariwise, for \(x \leq 0\) the SDE (2) is solved by \(Y_t^n(x) := x \exp\left(-\sqrt{\eta}W_t - \frac{\eta}{2}t\right)\), \(t \geq 0\). Thus, for fixed \(t > 0\) the family of random variables \(Y_t^n(x), x \in \mathbb{R}\), is not differentiable w.r.t. \(x\) at the origin. However, since \(\tilde{R}\) is a smooth function, the solution to the SMF (4) is smooth w.r.t. the initial condition.

Corollary 15 Under the assumptions of Corollary 14, for every \(m \in \mathbb{N}\), \(f \in C_b^4(\mathbb{R}^{dm})\), \(\Phi \in C_b^4(\mathcal{P}_2(\mathbb{R}^d))\) and \(T > 0\) there exists a constant \(C > 0\) independent of \(\eta\) such that

\[
\sup_{x_1,\ldots,x_m \in \mathbb{R}^d} \sup_{n,m,\eta \leq T} \left| \mathbb{E}f(X^n_m(x_1), \ldots, X^n_m(x_m)) - \mathbb{E}f(Z^n_m(x_1), \ldots, Z^n_m(x_m)) \right| \leq C\eta^2 \tag{27}
\]

and

\[
\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \sup_{n,m,\eta \leq T} \left| \mathbb{E}\Phi(\mu \circ (X^n_m)^{-1}) - \mathbb{E}\Phi(\mu \circ (Z^n_m)^{-1}) \right| \leq C\eta^2 \tag{28}
\]

for all \(\eta > 0\).

Proof The estimate (28) can be obtained by the same argument as in the proof of Corollary 14. To prove (27), we will apply Corollary 14 to the function

\[
\tilde{R}^\text{ext}(z, \xi) = \tilde{R}(z_1, \xi) + \ldots + \tilde{R}(z_m, \xi), \quad z = (z_i)_{i \in [m]} \in \mathbb{R}^{dm}, \quad \xi \in \Xi.
\]

Note that

\[
\nabla \tilde{R}^\text{ext}(z, \xi) = \left( \nabla_{z_i} \tilde{R}(z_i, \xi) \right)_{i \in [m]}
\]

for all \(z = (z_i)_{i \in [m]} \in \mathbb{R}^{dm}\) and \(\xi \in \Xi\). Defining \(Z^n_{\text{ext},\eta}(x), n \in \mathbb{N}_0\), by (1) with \(\tilde{R}\) and \(\mathbb{R}^d\) replaced by \(\tilde{R}^\text{ext}\) and \(\mathbb{R}^{dm}\), respectively, it is easily seen that

\[
Z^n_{\text{ext},\eta}(x) = (Z^n_{\text{ext},\eta}(x_i))_{i \in [m]}, \quad n \in \mathbb{N}_0,
\]

for all \(x = (x_i)_{i \in [m]} \in \mathbb{R}^{dm}\).

We next set \(R^\text{ext}(z) = \mathbb{E}_{\vartheta} \tilde{R}^\text{ext}(z, \xi), z = (z_i)_{i \in [m]}\). Then

\[
\nabla R^\text{ext}(z) = \left( \nabla_{z_i} \tilde{R}(z_i) \right)_{i \in [m]}
\]

and

\[
\nabla |\nabla R^\text{ext}(z)|^2 = \left( \nabla_{z_i} |\nabla_{z_i} \tilde{R}(z_i)|^2 \right)_{i \in [m]}
\]

for all \(z = (z_i)_{i \in [m]} \in \mathbb{R}^{dm}\). Moreover,

\[
G^\text{ext}(z, \xi) := \nabla \tilde{R}^\text{ext}(z, \xi) - \nabla R^\text{ext}(z, \xi) = (G(z_i, \xi))_{i \in [m]},
\]

where \(G\) is the coefficient of (4) that equals \(\nabla \tilde{R} - \nabla R\). Under the assumptions of the corollary, equation (4) with \(R\) and \(G\) replaced by \(R^\text{ext}\) and \(G^\text{ext}\), respectively, has a unique solution \(X^n_t(x), x \in \mathbb{R}^{dm}, t \geq 0\). Moreover,

\[
X^n_t(x) = (X^n_t(x_i))_{i \in [m]}, \quad t \geq 0,
\]
a.s. for all \( x = (x_i)_{i \in [m]} \). Since \( \tilde{R}_{\text{ext}} \) satisfies the assumptions of Corollary 14, one gets for every \( f \in C^4_b(\mathbb{R}^m) \)
\[
\sup_{x \in \mathbb{R}^m} |E f(X_{n\eta}^\text{ext}(x)) - f(Z_{n\eta}^\text{ext}(x))| = \sup_{x_1, \ldots, x_m \in \mathbb{R}^d} \sup_{n : n \eta \leq T} |E f(X_{n\eta}^\text{ext}(x_1), \ldots, X_{n\eta}^\text{ext}(x_m)) - E f(Z_n^\eta(x_1), \ldots, Z_n^\eta(x_m))| \leq C \eta^2
\]
for a constant \( C > 0 \) independent of \( \eta \). This completes the proof of the statement. \( \blacksquare \)

In the next example, we show that Corollary 15 cannot hold for the solution to the classical stochastic modified equation (2), since the distribution of the two-point motion is different from the distribution of the two-point motion of (4).

**Example 3** The covariance of the two-point motion \((X_t^\eta(x), X_t^\eta(\bar{x}))\), \( t \geq 0 \), from the SMF (4) equals
\[
[X^\eta(x), X^\eta(\bar{x})]_t = \eta \int_0^t \tilde{A}(X_s^\eta(x), X_s^\eta(\bar{x})) ds, \quad t \geq 0, \tag{29}
\]
where \( \tilde{A}(x, y) = \langle G(x, \cdot) \otimes G(y, \cdot) \rangle_\vartheta \). However, the covariance of the two-point motion \((Y_t^\eta(x), Y_t^\eta(\bar{x}))\), \( t \geq 0 \), obtained from the SDE (2), is given by
\[
[Y^\eta(x), Y^\eta(\bar{x})]_t = \eta \int_0^t \Sigma(x) ds, \Sigma(\bar{x})^{1/2} \Sigma(x)^{1/2} ds, \quad t \geq 0, \tag{30}
\]
for \( \Sigma(x) = \tilde{A}(x, x) \). This implies that the processes \((X^\eta(x), X^\eta(\bar{x}))\) and \((Y^\eta(x), Y^\eta(\bar{x}))\) have different distributions in general. We further notice that the covariance of the one step SGD dynamics defined by (1) satisfies
\[
\text{cov}(Z^\eta_1(x), Z^\eta_1(y)) = \eta^2 \tilde{A}(x, y),
\]
which is comparable with (29), but not with (30).

Next, we consider the SGD scheme \( Z_n^\eta = (Z_n^i)_{i \in [M]} \), \( n \in \mathbb{N}_0 \), incorporating the infinite width limit that is defined by (9), where \( Z_n^i, i \in [M] \), are i.i.d. random variables sampled from a measure \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \). We prove the convergence of the empirical distribution process \( \Gamma_n^{M, \eta} = \frac{1}{M} \sum_{i=1}^M \delta_{Z_n^i} \), \( n \in \mathbb{N}_0 \), to a mean-field solution \( \Lambda_t^\eta = \mu \circ (X_t^\eta)^{-1} \), \( t \geq 0 \), of the DDSMF defined by (10).

**Corollary 16** Let \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and \( \mu^M = \frac{1}{M} \sum_{j=1}^M \delta_{Z_0^j} \), where \( Z_0^j \), \( j \in [M] \), are i.i.d. random variables with distribution \( \mu \). Let \( \Gamma_n^{M, \eta} \), \( n \in \mathbb{N}_0 \), and \( \Lambda_t^\eta \), \( t \geq 0 \), be as in (9) and (10), respectively, with \( \Gamma_0^{M, \eta} = \mu^M \) and \( \Lambda_0^\eta = \mu \). Assume that the function \( \Psi \) in (6) satisfies: \( \Psi(\cdot, \xi) \in C^4_b(\mathbb{R}^d) \) for \( \vartheta \)-a.e. \( \xi \in \Xi \),
\[
\int_{\Xi} \left( \|\Psi(\cdot, \xi)\|^2_{C^6_b} + |f(\xi)|^2 \right) \|\Psi(\cdot, \xi)\|^2_{C^6_b} \vartheta(d\xi) < \infty
\]
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and
\[\sup_{x \in \mathbb{R}^d} \int_\mathbb{R}^d \left( \|\Psi(\cdot, \xi)\|_b^3 + |f(\xi)|^3 \right) |\nabla_x \Psi(x, \xi)|^3 \vartheta(d\xi) < \infty.\]

Then, for every \( \Phi \in C^1_b(\mathcal{P}_2(\mathbb{R}^d)) \) there exists a constant \( C > 0 \) independent of \( \eta \) and \( M \) such that
\[\sup_{n: n\eta \leq T} \left| \mathbb{E}\Phi(\Lambda_n^\eta) - \mathbb{E}\Phi(\Gamma_n^{M,\eta}) \right| \leq C\eta^2 + C\sqrt{\mathbb{E}W_2^2(\mu, \mu^M)}
\]  
(31)

for all \( \eta > 0 \) and \( M \in \mathbb{N} \). In particular, if \( \mu \) has finite \( p \)th moment for some \( p > 2 \), with \( p \neq 4 \) for \( d \leq 4 \) and \( p \neq \frac{d-2}{d-4} \) for \( d \geq 5 \), then for every \( a > 0 \) there exists a constant \( C > 0 \) independent of \( \eta \) and \( M \) such that
\[\sup_{n: n\eta \leq T} \left| \mathbb{E}\Phi(\Lambda_n^\eta) - \mathbb{E}\Phi(\Gamma_n^{M,\eta}) \right| \leq C\eta^2
\]  
(32)

for all \( \eta > 0 \) and \( M \in \mathbb{N} \) satisfying \( \frac{K(M)}{\eta^a} \leq a \), where
\[K(M) = \begin{cases} M^{-\frac{1}{2}} + M^{-\frac{d-2}{2}} & \text{if } d \leq 3, \\ M^{-\frac{1}{4}} \ln(1 + M) + M^{-\frac{d-2}{2}} & \text{if } d = 4, \\ M^{-\frac{1}{4}} + M^{-\frac{d-2}{2}} & \text{if } d \geq 5. \end{cases}\]

**Proof** First, we show that \( V \in C_b^{5,5}(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d) \) and \( G \in \tilde{C}_b^{4,4}(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d) \), where \( V \) and \( G \) are given by (8). Analogously to the proof of Corollary 14, we get that \( F \in C_b^6(\mathbb{R}^d) \), where \( F(z) = \mathbb{E}_\nu[f(\xi) \cdot \Psi(z, \xi)], z \in \mathbb{R}^d \), and, thus, \( \nabla F \in C_b^6(\mathbb{R}^d) \). For \( K(z^1, z^2) = \mathbb{E}_\nu[\Psi(z^1, \xi) \cdot \Psi(z^2, \xi)], z_1, z_2 \in \mathbb{R}^d \), we use the dominated convergence theorem to get that \( K \in C_b^6(\mathbb{R}^{2d}) \). Using Example 1, we get, for \( \tilde{K}(\mu, z) = \langle \nabla z K(z, \cdot), \mu \rangle, \mu \in \mathcal{P}_2(\mathbb{R}^d), z \in \mathbb{R}^d \), that
\[D\tilde{K}(\mu, z^1, z^2) = \nabla z^2 \nabla z^1 K(z^1, z^2),\]
with analogous expressions for higher derivatives. Thus, \( \tilde{K} \in C_b^{5,5}(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d) \) and, therefore, \( V \in C_b^{5,5}(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d) \). To see that \( G \in \tilde{C}_b^{4,4}(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d) \) note that
\[\tilde{G}(\mu, z, \xi) = (f(\xi) - \langle \Psi(\cdot, \xi), \mu \rangle \nabla z \Psi(z, \xi), \mu \in \mathcal{P}_2(\mathbb{R}^d), z \in \mathbb{R}^d, \xi \in \mathbb{R}^d, \xi \in \Xi,\]
satisfies \( \tilde{G} \in \tilde{C}_b^{4,4}(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d) \) and \( \mathbb{E}_\nu[\tilde{G}(\cdot, \cdot, \xi)] \in C_b^{4,4}(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d) \). Moreover, we clearly have \( \mathbb{E}_\nu G(\mu, x, \xi) = 0 \) for all \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), \( x \in \mathbb{R}^d \) and \( \sup_{x \in \mathbb{R}^d} \sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \mathbb{E}_\nu |G(\mu, x, \xi)|^3 < \infty \).

Note that one needs to check the estimate (31) only for \( \eta \in (0, T] \). Let \( \Lambda_n^\eta(\mu), \iota \geq 0 \), be defined by (10) for every \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \). We next fix \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and consider the empirical distribution \( \mu^M = \frac{1}{M} \sum_{i=1}^M \delta_{\mu^i} \) associated with the family of i.i.d. random variables \( Z_0^\eta, i \in [M] \), sampled from the distribution \( \mu \). By Theorem 12, there exists a constant \( C > 0 \) independent of \( \eta \) such that
\[\sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \sup_{n: n\eta \leq T} \left| \mathbb{E}\Phi(\Lambda_n^\eta(\mu)) - \mathbb{E}\Phi(\Gamma_n^\eta(\mu)) \right| \leq C\eta^2
\]  
(32)
for all $\eta \in (0, T]$, where $\Gamma_n^{\eta}(\mu), n \in \mathbb{N}_0$, is determined by (16) with $V$ and $G$ given by (8). Therefore, using the equality $\Gamma_n^{M,\eta} = \Gamma_n^{\eta}(\mu^M)$ for all $n \in \mathbb{N}_0$, one has

$$
\sup_{n:n\eta \leq T} \left| \mathbb{E}\Phi\left(\Lambda_{n\eta}^{\eta}(\mu^M)\right) - \mathbb{E}\Phi\left(\Gamma_n^{M,\eta}\right) \right| = \sup_{n:n\eta \leq T} \left| \mathbb{E}\Phi\left(\Lambda_{n\eta}^{\eta}(\mu^M)\right) - \mathbb{E}\Phi\left(\Gamma_n^{\eta}(\mu^M)\right) \right|
$$

$$
= \sup_{n:n\eta \leq T} \left| \mathbb{E}\left[ \mathbb{E}\left[ \Phi\left(\Lambda_{n\eta}^{\eta}(\mu^M)\right)|\mathcal{A}\right] - \mathbb{E}\left[ \Phi\left(\Gamma_n^{\eta}(\mu^M)\right)|\mathcal{A}\right] \right] \right|
$$

$$
\leq \mathbb{E}\left[ \sup_{n:n\eta \leq T} \left| \mathbb{E}\left[ \Phi\left(\Lambda_{n\eta}^{\eta}(\mu^M)\right)|\mathcal{A}\right] - \mathbb{E}\left[ \Phi\left(\Gamma_n^{\eta}(\mu^M)\right)|\mathcal{A}\right] \right| \right]
$$

$$
\leq \sup_{\mu \in \mathcal{P}_2(\mathbb{R}^d)} \sup_{n:n\eta \leq T} \left| \mathbb{E}\Phi\left(\Lambda_{n\eta}^{\eta}(\mu)\right) - \mathbb{E}\Phi\left(\Gamma_n^{\eta}(\mu)\right) \right| \leq C\eta^2
$$

for all $\eta \in (0, T]$ and $M \in \mathbb{N}$, where $\mathcal{A} = \sigma(Z_i^{n\eta}, i \in [M])$.

We next compare $\mathbb{E}\Phi\left(\Lambda_{n\eta}^{\eta}(\mu)\right)$ with $\mathbb{E}\Phi\left(\Lambda_{n\eta}^{\eta}(\mu^M)\right)$. Applying Lemma 11 to $V = \Phi$ and $G = 0$, we can estimate

$$
\left| \mathbb{E}\Phi\left(\Lambda_{n\eta}^{\eta}(\mu)\right) - \mathbb{E}\Phi\left(\Lambda_{n\eta}^{\eta}(\mu^M)\right) \right|^2 \leq \|\Phi\|^2_{C_b} \mathbb{E}\mathcal{W}^2_2(\Lambda_{n\eta}^{\eta}(\mu), \Lambda_{n\eta}^{\eta}(\mu^M)).
$$

Since the coefficients of the SDE (10) are Lipschitz continuous, where the Lipschitz constant can be chosen independently of $\eta \in (0, T]$ due to the assumptions of the corollary and Lemma 11, we can apply Proposition 6 to bound $\mathbb{E}\mathcal{W}^2_2(\Lambda_{n\eta}^{\eta}(\mu), \Lambda_{n\eta}^{\eta}(\mu^M))$. Thus, there exists a constant $C > 0$ independent of $\eta, M$ and $n$ such that

$$
\mathbb{E}\mathcal{W}^2_2(\Lambda_{n\eta}^{\eta}(\mu), \Lambda_{n\eta}^{\eta}(\mu^M)) \leq C\mathbb{E}\mathcal{W}^2_2(\mu, \mu^M)
$$

for all $\eta \in (0, T], M \in \mathbb{N}$ and $n \in \mathbb{N}_0$ with $n\eta \leq T$. This completes the proof of the first part of the corollary.

If $\mu$ has finite $p$th moment for $p > 2$ such that $p \neq 4$ for $d \leq 4$ and $p \neq \frac{d+1}{2}$ for $d \geq 5$, then, by Theorem 1 in Fournier and Guillin (2015),

$$
\mathbb{E}\mathcal{W}^2_2(\mu, \mu^M) \leq C_1(\phi_p, \mu)^{\frac{2}{d}} K(M),
$$

where $\phi_p(x) = |x|^p$, $x \in \mathbb{R}^d$, and $C_1 > 0$ depends only on $p$ and $d$. Assuming that $\frac{K(M)}{\eta^d} \leq a$ for some $a > 0$, we get

$$
\sup_{n:n\eta \leq T} \left| \mathbb{E}\Phi\left(\Lambda_{n\eta}^{\eta}\right) - \mathbb{E}\Phi\left(\Gamma_n^{M,\eta}\right) \right| \leq C\eta^2 + C\sqrt{\mathbb{E}\mathcal{W}^2_2(\mu, \mu^M)} \leq C\eta^2 + C\sqrt{aC_1}(\phi_p, \mu)^{\frac{1}{d}} \eta^2.
$$

This completes the proof of the second part of the statement.

\[\square\]

**Remark 17** Assume that the measure $\mu \in \mathcal{P}_2(\mathbb{R}^d)$ has all finite moments in Corollary 16. Then we can choose $p$ so large that the first term in every case of the definition of the constant $K(M)$ dominates. Therefore, the estimate (32) holds for all $\eta > 0$ and $M \geq \frac{a}{\eta^d}$, where $q = 8$ for $d \leq 3$, $q = 2d$ for $d \geq 5$ and any $q > 8$ for $d = 4$, since $\frac{K(M)}{\eta^d} \leq a$ is satisfied for some $a > 0$ and large enough $p$. 
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