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Abstract

We propose new limiting dynamics for stochastic gradient descent in the small learning rate
regime called stochastic modified flows. These SDEs are driven by a cylindrical Brownian
motion and improve the so-called stochastic modified equations by having regular diffu-
sion coefficients and by matching the multi-point statistics. As a second contribution, we
introduce distribution dependent stochastic modified flows which we prove to describe the
fluctuating limiting dynamics of stochastic gradient descent in the small learning rate -
infinite width scaling regime.

Keywords: stochastic gradient descent, machine learning, overparametrization, stochas-
tic modified equation, fluctuation mean field limit

1. Introduction

Stochastic gradient descent algorithms (SGD), going back to Robbins and Monro (1951),
are the most common way to train neural networks. Due to the non-convexity and non-
smoothness of the corresponding loss landscapes, the analysis of the optimization dynamics
is highly challenging. The analysis of the implicit, algorithmic bias of SGD in overparam-
eterized networks is one of the key open problems in the understanding of the empirically
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observed good generalization properties of networks trained by SGD. Since the dynamics
of SGD depend on many choices, like the choice of the loss function, the architecture of the
network and the training data, their systematic understanding relies on the identification
of universal structures that are invariant to these many degrees of freedoms, while retaining
the essential properties of SGD. In recent years, several of such scaling limits and corre-
sponding limiting dynamics have been identified. Among these, solutions to SDEs have been
obtained as universal continuum objects in the small learning rate regime (Li et al. 2019; E
et al. 2020), while (stochastic) Wasserstein gradient flows have been found in infinite width
overparameterized limits (Nitanda and Suzuki 2017; Chizat and Bach 2018, 2020; Mei et al.
2018; Nguyen 2019; Rotskoff et al. 2019; Javanmard et al. 2020; Sirignano and Spiliopoulos
2020a,b; Gess et al. 2022; Rotskoff and Vanden-Eijnden 2022). In the present work, we
introduce a new form of stochastic limiting dynamics which solves simultaneously three
challenges met in previous works: (1) the irregularity of diffusion coefficients, (2) matching
multi-point statistics, and (3) incorporating overparameterized limits.

Before we comment on each of these aspects in a few more details, let us recall the
principle setup of SGD in supervised learning. For a given training data set = C R"™0
sampled from a probability distribution 1}, one aims to minimize the empirical risk

R(z) :== EyR(2,6), ze€R?,

where R : R x Z — R is a loss function. Let &,, n € No(:= NU{0}), be i.i.d. samples of
training data drawn from 1. Then, the SGD dynamics is given by

Zy (@) = Z)(x) = nVR(Z}}(x), &), 1 € No, (1)

where Zy(z) = z, = € R? and n > 0. In particular, Z,, n € Ny, allows to analyze the
training dynamics of different initializations z subject to the same choice of training data.

We next address the above mentioned challenges in a few more details.

(1) The irregularity of diffusion coefficients: In the regime of small learning
rate, the foundational works of Li et al. (2017, 2019) have suggested stochastic modified
equations (SME) as universal continuum limits that capture both the average gradient
descent performed by SGD and its fluctuations. More precisely, it is shown that the SGD
dynamics Z,, n € Ny, with learning rate n can be approximated to higher order in 7 by
solutions to SMEs

4Y(x) = =V (R, (@) + JIVROY @) ) dt + =2 (¥ () aw, (2)

where Yy (z) = z for x € RY, Wy, t > 0, is a Brownian motion in R? and ¥ : R — R%*4 is
the matrix defined by

S(y) = By |(VyR(y. &) - VRW)) © (V,R(y,€) - VRW)|, yer” (3)

This convergence incorporates a certain degree of universality of (2), since the fluctuations
in (2) are given in terms of Brownian motion, irrespective of the specific distribution . In
machine learning, and, in particular, in overparameterized settings, the covariance matrix
Y is typically degenerate. As a result, the square root »i/2 appearing in (2) has limited
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regularity properties,’ which makes the analysis of (2) challenging, and leads to assumptions
on ¥1/2 that are in general not known to hold, see e.g. Ankirchner and Perko (2023);
Perko (2023) and Example 2. The first contribution of this work is to resolve this issue by
introducing a new model for the stochastic limiting dynamics, which we name stochastic
modified flow (SMF),

X (z) =~V (ROCHa)) + VRO @) dt + i | GOX ), W (de, ),
XJ(z) =z, x€R%

where G(z,&) = VR(z,¢) — VR(z) and W is a cylindrical Wiener process on the space
Ly((E,9);R). It is important to notice that (4) satisfies the same martingale problem as
(2), while avoiding the appearance of Z%, thereby bypassing the resulting irregularity of
the diffusion coefficients. In contrast, only regularity assumptions on the individual losses
R are needed. More precisely, we get the following result.

Theorem 1 (see Theorem 12 and Corollary 14) Let R(-, &) be regular enough for 9-
a.e. £ € Z and let T > 0. Then for every f € CHR?), one has

sup sup [Ef(X],(2)) — Bf(Z])(2))| < n*.
zeRd n:nn<T

We note that, under the assumptions of Corollary 14, there exists a unique solution to
(4), see Theorem 5, such that the flow of solutions to (4) is differentiable with respect to
the initial condition up to a certain order, see e.g. Section 4.6 in Kunita (1990).

(2) Matching multi-point statistics: In a variety of works, a dynamical systems ap-
proach to the dynamics of SGD has been introduced (Wu et al. 2018; Sato et al. 2022). This
aims at using the concepts of attractors, Lyapunov exponents, stochastic synchronization
etc. in the analysis of SGD dynamics, for example, in order to analyze asymptotic global
stability, that is, if

|Z1(x) — Z(y)] = 0 for n — oo (5)

in probability. As before, the systematic analysis of such dynamical behavior of SGD
relies on the identification of appropriate universal limiting models. It is thus tempting
to analyze the dynamical features of SGD by means of those of (2). However, this is not
correct, since (2) only captures the single-point motion of SGD, while dynamical features
like stability (5) are properties of the multi-point motions. More precisely, (2) captures the
limiting behavior of the law of single motions Law(Z,(x)), but not the joint multi-point
laws Law(Zy(z1), ..., Zn(zm)) (see also Example 3).

As a second main contribution, in this work we prove that (SMF), in contrast to (2),
captures the correct multi-point distributions of SGD, and therefore opens the way for an
analysis of the dynamical properties of its (stochastic) flow. This can also be understood on
the level of the corresponding Fokker-Planck equations. While the SME matches only the
Fokker-Planck equation of the one-point motion of SGD, the infinite dimensional Fokker-
Planck equation of SMF matches also the infinite dimensional Fokker-Planck equation of

1. The simple example X(y) = y?, ©Y2(y) = |y| shows that not more than Lipschitz continuity can be
expected from »1/2 i general.
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the flow of SGD, and, therefore, in particular, the Fokker-Planck equations of all multi-point
motions.

Theorem 2 (see Theorem 12 and Corollary 15) Under the assumption of Theorem 1,
for every ® € C{(P2(R?)) one has

sup  sup [E® (po (X)) —E@ (no(Z])7)]
pEP2(RA) ninn<T

<772

~ Y

where o f~1 denotes the push forward of the measure i under a map f. Furthermore, for
every m € N and f € C(RI™),

sup  sup [Ef(X],(z1),.... X] (2m)) — EF(Z)(21),. ... Z)(@m))| S 0°
Z1,...,xm ERE ninn<T

(3) Overparameterized limits: As a third main contribution, we extend the small
learning rate limit to also incorporate the infinite width limit. We here consider networks
with quadratic loss function. Let D C R™ x R* be a given training data set with inputs
E={¢: (& f(&) € D} and labels {f(&) : (&, f(£)) € D}.? For the approximation of f we
choose a parameterized hypotheses space M := {fM(z, iz € RMd}, M,d € N, where

M
1 ; —
M6 =57 D V(9. €€E (6)
i=1
with W : R x 2 — R*, 2 = (2%);c(p) and [M] := {1,..., M}. For example, one can choose

M to be the space of response functions of fully connected feed-forward neural networks
with one hidden layer containing M hidden neurons. In that case, we choose a function
¢ : R — R, the activation function, and we write z = (2%);e(p with 2* = (¢/,U",b") €
RF0 x R™ x R and ¥(z%, &) = ¢*op(U? - € +b*). Then,

M

M(z,6) = % D de(UT £+, ek
=1

The aim of risk minimization (with respect to the square loss) is to select a suitable model
fM(2,-) minimizing the risk R(z) = EyR(z,¢), z € RM? for

Rz = 57(€) - 0P, zeRM ges

As before, this optimization task is executed by the stochastic gradient descent algorithm (1)
with the starting value Z = (Zé’")ie[M} being a tuple of i.i.d. random variables with
distribution p € Po(R?) that are independent of &, n € Ny.

A simple computation gives that

1 M , 1 M o
R(z)=Cp— 37> F() + 535 D K(',2),
i=1 i,j=1

2. For simplicity we assume that the ground-truth is given by a function f : R™ — R¥o,
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where Cp = $E»|f(€)[* and
F(2') =By [f(§) - 0(,6)], K(',2)=Ey[U(",€) ¥(,6)]. (7)

Taking

V(v,2") = VF(2') — /]Rd VK (2 y)v(dy),

Gv, €)= <f(£) -/ d\If(y,s)v(dy)) V() ®)
By | (0~ [ 9 ovian) Vv )

and replacing 1 in (1) by Mn, we can rewrite the expression for the dynamics of Z) =
(Zi")iep), m € N, as follows

ZM = Z 4V (DM, ZEm) 4pG(TMn Zzin ¢,

n

M
1
FnMW:ME:(sZ%,n, i€ [M], ne€Ny,
=1

where ., denotes the d-measure in z.

We obtain quantified estimates on the approximation of the dynamics of the empirical
measure T2 " n € Ny, of SGD by the solution to a distribution dependent stochastic
modified flow (DDSMF)

AX7 (@) = [V X](@) = TIVAL X @) = 5§ (DIVAL X](@) 2, A7) de

+Vn | G, X (@), YW (dE, dt), (10)

[1]

XN (x) =2, A} =po (X)), zeR¥ t>0,

where D denotes the differentiation with respect to the measure dependent argument in the
sense of Lions,? (p,v) denotes the integration of a function ¢ : R? — R with respect to a
measure v and W is a cylindrical Wiener process on La((Z,9); R). We remark that

1
5 DIV, ), w) = V(. 2) (VaV K (2, 2), v(da)),
according to the form of V' in (8) and properties of Lions derivative.

Theorem 3 (see Theorem 12, Corollary 16 and Remark 17) Let ¥ be reqular enough
and T > 0. Then for every ® € C{(P2(R?)) and pu € Po(R?) with a finite p moment with
p > 2, one has
sup_[E®(AL,) — EQ(LI)| < n?
nnn<T

for every n > 0 and M large enough.

3. For more details see Section 2.2.
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Again, under the assumption of Corollary 16, there exists a unique solution to the DDSMF
(10), see Theorem 5.

This extends the framework of SMEs and SMFs to (10) which can thus serve as the
starting point to analyze the stochastic dynamics of SGD in large, shallow networks.

Overview of the literature. Stochastic modified equations as limiting objects of SGD
in the regime of small learning rates have been introduced in Li et al. (2017, 2019). Following
these original papers several results were derived for diffusion approximations with SMEs,
e.g., generator based proofs (Feng et al. 2018; Hu et al. 2019), approximations for SGD
without reshuffling (Ankirchner and Perko 2022) and uniform-in-time estimates for strongly
convex objective functions (Feng et al. 2020; Li and Wang 2022). The approximating SME
can be used to derive optimal hyperparameter schedules, e.g. for the learning rate (Li et al.
2017) or the batch-size (Zhao et al. 2022; Perko 2023). For a discussion on the validity of
the diffusion approximation for finite (non-infinitesimal) learning rate see Li et al. (2021a).

The derivation of stochastic continuum limits of SGD has proven instrumental in the
analysis of optimization dynamics in several regards. For example, in Wojtowytsch (2024)
an analysis of the corresponding Fokker-Planck equation has been performed, proving that
the limiting distribution carries more mass on flatter minima. This extends earlier work in
Zhu et al. (2019); Xie et al. (2020), where the specific structure of the noise in supervised
learning is shown to help escaping from sharp and poor minima. In Li et al. (2021b), an
SDE approximation suggests that, along a manifold of minimizers, SGD has an implicit
bias towards minimizing the trace of the Hessian. In Gess and Kassing (2023), a continuous
time model was used in order to derive a Lyapunov function for the convergence rate of
momentum SGD, see also Moucer et al. (2023) for a general approach for finding a Lyapunov
function for continuous time optimization methods.

In Chizat and Bach (2018); Mei et al. (2018); Rotskoff and Vanden-Eijnden (2018a);
Javanmard et al. (2020); Sirignano and Spiliopoulos (2020b), the convergence of gradient
descent dynamics for overparameterized neural networks to a Wasserstein gradient flow has
been analyzed. The conservative SPDE describing the mean-field limit that incorporates
the fluctuations of the stochastic gradient descent was suggested in Rotskoff and Vanden-
Eijnden (2018b, 2022). The rigorous study of the well-posedness of this conservative SPDE
and proof of quantified central limit theorem has been done in Gess et al. (2022), using
the observation that its solutions can be described by the SDE with interaction (11) be-
low, which was investigated e.g., in Pilipenko (2006); Dorogovtsev (2024); Dorogovtsev and
Ostapenko (2010); Belozerova (2020); Wang (2021) (see also Kurtz and Xiong 1999; Doro-
govtsev 2004; Carmona et al. 2016; Wang 2021 for its connection with McKean—Vlasov
SDEs with common noise). It should be noted that the stochastic modified flows proposed
in this work are of a particular form of the SDE with interaction (11). In Rotskoff and
Vanden-Eijnden (2018a); Sirignano and Spiliopoulos (2020a), a linear SPDE has been rig-
orously identified in the context of central limit fluctuations of stochastic gradient descent
in the overparameterized regime.

The paper is organized as follows: In Section 2, we introduce a stochastic differential
equation with interaction (see (11)) that covers both the SMF (4) and the DDSMF (10)
and recall existence and uniqueness results assuming Lipschitz-continuity of its coefficients.
Moreover, we state a result for the continuous dependence of solutions to the SDE with
interaction with respect to its initial distribution, as well as an analog of Kolmogorov’s
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equation in the setting of SDEs with interaction. Section 3 is devoted to the main result
of this article, Theorem 12, which compares the dynamics of a discrete time Markov chain
with those of a solution to a corresponding SDE with interaction. Theorem 1, Theorem 2
and Theorem 3 then follow as consequences of Theorem 12, see Corollary 14, Corollary 15
and Corollary 16, respectively.

2. Measure-valued Diffusion and Stochastic Modified Flows

The goal of this section is to prove the well-posedness for stochastic modified flows and
investigate some properties of the associated semigroup. We recall that Po(R?) denotes the
space of probability measures 1 on R¢ such that

/ 22 u(de) < oo
Rd

with the Wasserstein distance defined by

Wa(p,v) = inf </ /Iw—MXw&dw),
xEM(p,v) \JRd JR

where II(j, v) is the set of all probability measures on R? x R? with marginals p and v. It
is well-know that P2(R?) equipped with the Wasserstein distance W, is a Polish space.
Let Lo((E,v);R*) be the space of all 2-integrable functions from a measure space
(E,&,v) to RF with the usual inner product (-,-), and the associated norm | - [|,. We
will further fix a measure space (Z,G,9) such that 9 is a finite measure and the space
Lo((Z,9);R) is separable. We will also consider a cylindrical Wiener process Wt, t>0, on
Ly((Z,9); R) defined on a filtered complete probability space (2, F, (F¢)i>0, P),* that is,
)
)

(i) for every t > 0, the map W; : La((E,9); R) — La((2,P); R) is linear;

(i) for every h € Lo((E,9);R), Wi(h), t > 0, is an (F;)s>0-Brownian motion with
Var Wi (h) = ||h]|3t.

We will assume that (F;);>0 is the complete right-continuous filtration generated by W4,
t > 0. For an (F;)>o-progressively measurable Ly((Z,1); R¥)-valued process g(t,-) =

{g(t,€), € € E}, t >0, with
t
/O lg(s, ) 3ds < oo
a.s. for every t > 0, we will write

// W (de, ds) = /OtT(s)dWS

for T(s)h = (g(s,-), h)o = ((gi(s, ), h)9)iepm)> h € Ly((Z,9);R).> We note that the stochas-
tic integral with respect to a cylindrical Wiener process can be rewritten as an infinite sum of

4. See Section 2.1.2 in Gawarecki and Mandrekar (2011) for the definition and further properties.
5. For the definition of the integral with respect to a cylindrical Wiener process see, e.g., (Gawarecki and
Mandrekar, 2011, Section 2.2.4).
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stochastic integrals with respect to independent standard Brownian motions. Indeed, since
Ly((E,9); R¥) is a separable Hilbert space, there exists an orthonormal basis {e,, n € N}
in Ly((Z,9); R¥). Then, according to Lemma 2.8 in Gawarecki and Mandrekar (2011),

/ / W (d¢, ds) Z / ), en)odWi(en),

where Wi(e,), t > 0, n € N, are independent standard (F;)¢>o-Brownian motions and the
series on the right-hand side of the equation converges in La((£2,P); R) for each ¢ > 0.

2.1 Stochastic Modified Flows

For measurable functions B : [0,00) x Pa(R?) x R? — R% G : [0,00) x Po(RY) x R —
Ly((Z,9); R%) and a probability measure u € Po(R?), we consider the following stochastic
differential equation

dXt(l‘) = B(t,At,Xt(l‘))dt+/:G(t,At,Xt(I‘),f)W(dg,dt), (11)

Xo(@) =2z, A=poX; ', zecRY t>0.

It is clear that the equations (4) and (10) can be written in the form of (11). Therefore, in
this section we will only focus on (11) which is called the stochastic differential equation with
interaction and was studied, e.g., in Dorogovtsev and Kotelenez (1997); Pilipenko (2006);
Wang (2021). Let B(E) denote the Borel o-algebra on a topological space E. Following the
definition from (Dorogovtsev, 2024, Definition 2.3.1) or (Gess et al., 2022, Definition 2.5),
we introduce the notion of a solution to (11).

Definition 4 A family of continuous processes {X;(x), t > 0}, x € R?, is called a (strong)
solution to the SDE with interaction (11) with initial mass distribution p € Pa(RY) if, for
each t > 0 the restriction of X to the time interval [0,t] is B([0,t]) ® B(R?) ® F;-measurable,
A =po X;l, t > 0, is a continuous process in Pg(Rd) and for every x € R?, a.s.,

Xy() :x+/0 B(S,AS,XS(x))ds+/O /:G(s,AS,XS(x),g)W(dg,ds),

for all t > 0. For convenience, we will also call the measure-valued process Ay, t > 0, a
solution to (11).

Let ¢,(z) = |z|P, * € R%. The following theorem was proved in Gess et al. (2022). See
Theorem 2.9 and Corollary 2.10 for the well-posedness and the estimates; the existence of
a continuous modification of X was observed in the proof of Theorem 2.9 ibid.

Theorem 5 Assume that the coefficients B, G of (11) are Lipschitz continuous with respect
o (1, ) € Po(RY) x RE, that is, for every T > 0 there exists L > 0 such that for each
t€10,T], u,v € Po(R?) and x,y € R?

\B(t,,u, .Z) - B(t7 v, y)‘ =+ HG(tvl'LwTa ) - G(t7 v, Y, )||79

< LWalpssv) + | — ) 12)
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and
|B(t760’0)| + HG(tv(SUva )||19 <L, (13)

where 0y denotes the 6-measure at 0 on R Then, for every u € Po(R?), there erists a
unique strong solution Xy(z), t > 0, x € RY, to the SDE with interaction (11). Moreover,
there exists a version of X.(x), x € RY, that is a continuous in (t,x), and for every T > 0
and p > 2 there exists a constant C' > 0 such that

E sup [Xi(z)|” < C(1+ (¢p, ) + |2[7),
te[0,7)

for all x € RY. In particular,

E sup (¢p, Ar) < C(1+ (dp, 1)),
tel0,7

where Ay = po X; 1.

From now on, we will only consider the version X;(z),t > 0, x € R?, of a solution to the
SDE with interaction (11) which is continuous in (z,¢). In order to reflect the dependency
on the initial mass distribution we will write X;(u, ) and A¢(p) instead of Xi(x) and A;.
We next recall the result on the continuous dependence of A¢(p), t > 0, with respect to the
initial condition pu, that was obtained in (Gess et al., 2022, Theorem 2.14).

Proposition 6 Under the assumption of Theorem 5, for every T > 0 there exists a constant
C > 0 depending only on T and the Lipschitz constant L such that

E up 1 Xi (1, 2) — Xe(v,y)|> < C Wi (p,v) + |z — y?)
te|0,

and

E sup W3 (Ay(p), Ae(v)) < OWE (1, v)
te[0,7

for all p,v € P2(R?) and x,y € RY,

2.2 Measure-valued Diffusion

The goal of this section is to obtain an analog of Kolmogorov’s equation for the process
A¢(p), t > 0, given in (11). For this purpose, we need to recall the notion of Lions deriva-
tive according to Cardaliaguet (2013). We say that a function f : Pa(RY) — R* is L-
differentiable at u, if there exists an element D f(u) in Lo((R?, 1); R¥ x R?) such that

gy (mo(id+ h)™Y) = f(p) = (Df (1), h)u
1]l n—0 17l

=0,

where id denotes the identity map on R? and the limit is taken over h € La((R?, 11); RY). In
this case, D f(u) is called the L-derivative of f at u.
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Remark 7 For the interested reader, we would like to note that the L-derivative is the
Lions deriwative introduced via the lifting of function on Pg(Rd) to functions defined on a
Hilbert space Lo((Q,P);R%) for a probability space (Q, F,P),% according to the discussion in
Section 2 in Ren and Wang (2020). Moreover, under some regularity assumptions on the
L-derivative D f, it coincides with the Wasserstein gradient and the gradient of the linear
functional derivative,” by Theorem 5.64 and Proposition 5.48 in Carmona and Delarue
(2018), respectively.

Let f : P2(R%) — R* be continuous. If for every u € Po(R?) the function f is L-
differentiable at p and its derivative has a p-version D f(u, x) such that D f(u,z) is jointly
continuous in (i, r) € P2(R?) x R? we will say that f is continuously differentiable on
Py(R%). The set of all continuously differentiable functions on Po(R?) will be denoted by
CL(P2(RY)). We will also consider functions defined on the product space [0, 7] x P2(R%) x
R™. Therefore, we define C(b)’l’1 (P2(R?) x R™) as a class of all continuous bounded functions
f :[0,T] x Po(RY) x R™ — RF that are continuously differentiable in the second and
third variables and their derivatives are jointly continuous and bounded in all variables.
Similarly, for I € N we can introduce the space Cg’l’l(Pz(]Rd) x R™) by assuming that all
mixed derivatives in the second and third variables to the [-th order exist and are jointly
continuous and bounded in all variables.

Similarly to Cg’l’l([(), T] x Po(RY) x R™), we define the class CS’“([O, T] x Po(RY) x R™)
as the set of continuous and bounded functions f : [0, 7] x P2(R?) x R™ — Ly((Z,9); R¥)
such that for J-a.e. £ € E we have f(-,-,-,§) € Cg’l’l([O,T] x Pa(RY) x R™) and all its
mixed derivatives up to the I-th order are continuous and bounded as Lo ((Z,9); R¥)-valued
functions.

If fe Cg’l’l([O,T ] x Po(RY) x R™) is independent of the first variable (resp. first and
third variables), we will simply write f € Cé’l(Pz(Rd) x R™) (resp. f € CL(P2(R?))). The
set éé’l([O, T] x Po(RY) x R™) is defined analogously.

Example 1 If ¢; € Cy(RY), i € [n], and h € CY(R™) then f(u) = h({p1, 1), -, (Pn, 1)),
1 € P2(RY), belongs to C}(P2(R?)) and

) = Zam(m,m, o (P ) Vei(z), z€RY, pe Py(RY).

For the coefficients B and G of the equation (11), we define the following second-order
differential operator

Lof(p /Rd /Rd (t, 2, y) : D f(p, ,y)p(de) p(dy)
s /R CA(t, ) s VDS (1, () (14)
=+ /Rd B(t,,u,x) ’ Df(/%x)ﬂ(dx)?

6. See Definition 6.1 in Cardaliaguet (2013) or Definition 5.22 in Carmona and Delarue (2018).
7. For the definitions of the Wasserstein gradient and the linear functional derivative see e.g. Definitions 5.62
and 5.43 in Carmona and Delarue (2018), respectively.

10
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for f € C2(P2(R?)), where

At p, x,y) = By [G(E, 1, 2,8) @ G, 1y, 6))
= <<Gl(t7 wm, Z, ’)7 G](ta w1y, ')>19)i’je[d] ;

Aty p,z) = A(t, p, x, )

and we use the notation C : D = Z;‘i,jzl cijdig for C = (¢ij)ijela), D = (dij)ijelq and

a-b=3", aib; for a = (a:)icia, b= (bi)icia-

We next provide the well posedness of the Kolmogorov equation associated to (11). This
result can be obtained as in the proof of Theorem 3.1 in Wang (2021) with slight changes,
where a similar equation driven by a finite dimensional noise was considered.

Proposition 8 (Kolmogorov equation) Let T' > 0 and the coefficients B, G of (11)
belong to C2’2’2([0, T] x Po(R?) x RY) and @2’2’2([0, T] x Po(R?) x RY), respectively. For p €
Pa(RY), let Ay(p), t € [0,T], be a solution to (11) with initial mass distribution Ao(p) = .
Then, for every ® € CZ(P2(R%)), the function

U(t,p) = E®(As(n), (¢, ) € [0,T] x Pa(RY),
18 a unique solution to the equation

QU (t, 1) = LU, ),

. (15)
U0, 1) = (p), (t,p) € [0,T] x P2(RY),
in the class Cy([0,T) x Po(RY)) with 8,U € C([0,T] x Po(R?)).
If, additionally, B € Cy"'([0,T] x Po(R%) x RY), G € CYM([0,T] x Po(R?) x RY) and
® € CL(P2(RY)), for some | > 2, then U € Cg’l([O,T] x Pa(R%)).

Remark 9 In general, the constants that estimate the uniform norm of derivatives of a
solution U to the equation (15) will depend on T and increase exponentially fast as T — 00.®
However, we believe that additional convexity assumptions (e.g. choosing B = VR for a
strongly convez function R) can prevent a blow-up of the corresponding constants at infinity
and open the way for a uniform-in-time analysis of the stochastic modified equation, see Feng
et al. (2020); Li and Wang (2022), and the mean-field dynamics, see Chen et al. (2022);
Suzuki et al. (2025).

3. Diffusion Approximation via Stochastic Modified Flows

The goal of this section is to prove the theorems stated in the introduction. For this, we
first show a general result comparing the dynamics of a Markov chain defined below with a
corresponding SDE with interaction and cylindrical noise. Then, we show that the results
given in the introduction immediately follow from the general comparison statement. We
fix measurable functions V : Po(RY) x R? = R? and G : Po(R?) x RY — Lo((Z,9); R?) such

8. We refer the reader to estimates in Section 3 in Wang (2021) for more details.

11
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that EyG(u, z,£) = 0 for all (u,z) € Po(R?) x RL For n > 0 and u € Po(R?), we consider
a Markov chain defined by
Zn 1 (2) = Z1(2) + V(T Z](2)) + nG(T7, Z]l(2), &),

16
ZU =2 Tl=po(Z), zeR% nely, 16)

where &,, n € Ny, are i.i.d. sampled from the distribution 9. We remark that, e.g., the
SGD dynamics in the overparameterized shallow neural network in (9) can be written in
form of (16) by taking = 4 Zf‘il 0z and Zy" = Z(Zy™), i € [M]. We will approximate
'}, n € Ny, by solutions to the DDSMF

dxX] (@) = V(AL X)) = TVIV (AL, X[ (@) = 2 (DIV (A7, X[(2) %, A7) | dt

+Vn | G, X (@)W (dE, dt), (17)

[1

XN (x) =2, A} =po(X)™', zeR¥ t>0,

where W is a cylindrical Wiener process on Lao((Z,49); R). We first prove some auxiliary
statements that will imply the well-posedness of the DDSMF (17).

Lemma 10 Let e > 0 and vs, s € [0,¢], be a family of square integrable random variables
on R¥ defined on a probability space (Q, F,P). If

v := lim s 770
U s—0+ S

exists in La((Q,P); R¥), then for every f € CY(P2(RF)) one has

i J Law(ys)) — f(Law(y0)) _ o [
s—0+ S

D f(Law(0),70) - 7] -

Proof This statement was obtained in (Wang, 2021, Lemma 2.4). |

Lemma 11 Let the functions V and G belong belong to C;’l(Pg (R xRY) and 62’1(772 (RY) x
RY), respectively. Then, for every x,y € R? and p,v € P2(RY), we have

Vp,z) =V y)| + G z,) = Gv,y,)[ls < LWalp,v) + |z —yl),
with

L= sup (IVV (i, 2)| + DV (11, z,9)|)
z,y€ERL pePy(RE)

+ sup (IVG(ps 2, ) llo + IDG (1, 2, y, ) l9) -
x,y€ERL nePy(RE)

Proof Let 2,y € R? and p, v € P2(RY) be fixed. We take an arbitrary probability measure
x on R% x R% with marginals p, v and consider random variables o, (i on the probability

12
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space (R?xR?, B(R?xR%), x) defined by (o(x,y) = y and (1 (z,y) = x for all (x,y) € RIxRA.
Then Law((y) = v and Law((;) = p. Set vs = (1 — s){o + sC1, s € [0,1], and note that
vi = G, for i € {0,1}, and +. = ({1 — (o), for all s € [0,1]. We have

V(p,2) =V, y)|l < V(s x) = Vg y)l + VI y) = V(v,y)

and we can bound the terms on the right hand side of the inequality as follows. With the
mean-value theorem, the first term can be bounded by sup.cga ,ep,®e) [VV(p, 2)| |z — yl.
To bound the second term, we will use Lemma 10 and the mean-value theorem:

V(,y)=V(v,y)| = [V (Law(¢1),y) — V(Law(¢o),y)| < zl[gpl]

oV aw(2).0)

< sup ([ [ DV(Law(). g1, ) 2 or (o, d)

se[0,1] | /R J Rd

< sup |DV(P721,Z2)|/ / |C1(21, 22) — Co(21, 22)|x(d21, d22)
Zl,ZQERd,pEPQ(Rd) R4 J R4

= Sub DV (p, 21, 22)| </ / |22 — 21\2X(d21,d22)>
21,22€R%, peP2 (R?) Rd JRd

Taking the infimum over all probability measures xy on R? x R¢ with marginals u, v, we
obtain
V(wy) =V(vy)l < sup DV (p, 21, 22) [Wa(p, v).

21,22 ERd,pG'PQ (Rd)

The estimate for |G(z, u) — G(y,v)||y can be obtained similarly. [ |

Now we are ready to proof the main result of this work.

Theorem 12 Let V € C)°(Po(R?) x R?Y), G € Cp*(P2(RY) x RY). For p € Po(RY) and
n > 0, let T} (n), n € Ng, and A}(u), t > 0, be defined by (16), and (17), respectively.
Assume that EyG (i1, 7,€) = 0 for all i € Po(RY), x € R as well as

sup  sup Ey|G(p,z, &) < . (18)
z€RY pePs(R4)

Then, for every ® € C{(P2(R?)) and T > 0 there exists a constant C independent of 1) such
that
sup  sup [E®(A], (1)) — EQ(I7 (1)) < Cn?, (19)
pEPs (Re) niny <T

for all m > 0.

Proof We first remark that the measure-valued process A}/(u), t > 0, is uniquely defined
due to Theorem 5 and Lemma 11. Without loss of generality, we consider n < T'. The proof
of this theorem relies on the comparison of the generators associated with the processes
2 (u), n € No, and AJ(u), t > 0, up to a certain order of . We first demonstrate how such
a bound on their difference can be used to conclude the proof.

13
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We start from the definition of the transition semigroup for the process I'y (1), n € Np.
For convenience of notation, we will drop the superscript 7 in T';) and A} and simply write
I',, and A4, respectively. Note that I',,;.1 =1, 0 Ynfl(I‘n, -), where

Yol y) =y + 0V () +nG(1,y, &), p € Pa(RY), ye R
Indeed, by (16), Z,11(2) = Yn(Tn, Zn(2)), z € R, and, hence,
LpoY YTy, ) =poZ, oY, YTy, )
= poYn(Tn, Zu(-)) ' = poZ}y =T,

for all n € Ny. Therefore, defining the linear operator S on the set of all bounded measurable
functions W : Py(R?) — R by

SU(u) =EgW(po Y, (p,-), 1€ Palp),
we conclude that
EyW(Cp(p)) = Eg¥(Cpo1(p) o Y, Y (Tua(p), )
= Ey [Eﬁ [‘I’(Fn—l(ﬂ) oY, (Tn-1(p), -))
=EySU(Tn1(p) = =8"¥(n),

Paca(0)] | (20)

for all n € N. Hence, defining U(t, 1) = E®(A¢(1)), t > 0, p € P2(R?), and using (20), we
get for each p € Po(RY) and n € N
E®(T(1))) — E®(Au (1)) = S"B(1) — Ut 1)

n—1
= ZS"_i_l (SU (i, p) = Ultiv1, 1), 2!
i=0

where t; := 7.
Thus, by (21), and by the inequality

sup  [SU(p)| < sup  |[U(p)l,
pEP:(RT) REP2(RY)

we deduce that for all n € N with nn < T

n—1
sup  [E®(Apy(p)) —ER([Tn(p)| < sup > |SU(ti,p) = Ultip, ). (22)
pEP2(RY) peP2(RY) =0

In conclusion, to prove (19), it remains to compare SU (t;, u) with U(t;4+1, ). For this, we
will expand the generators associated with the processes ') (1), n € Ng, and A} (u), ¢t > 0,
with respect to 1 up to the second order.

To obtain the expansion of SU(u) for ¥ € C3(P2(R?)), we fix u € Po(RY), £ € =
and consider Y (i1,y) = y + 0V (1, y) + nG(p,y,€), y € R%, as a random variable on the
probability space (R, B(R?), ). Define

vs(y) = (1 —8)y+sY(n,y), yeR?, seo,1].

14
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Then yo(y) =y, m(y) = Y(1,y), 7(y) = n(V(w,y) + G(u,y,§)) and Law(ys) == po vt
for all y € R?, s € [0, 1]. Using Taylor’s formula, we obtain

U(poY H(u,-)) = U(Law(y1)) = ¥(Law (o)) + %\I'(Law(vs))!szo
1 d? 1 [t (23)
+ Ve )| o+ 5 [ T ¥Law())(1 - 9)ds

We next compute the derivatives appearing in the expression above. By Lemma 10, we get

(Law(r) = [ DU(Law(yu) (e (V) + Gl 2, ()
Rd

and

2
TV Law(10) =0 [ DW(Law(00), () - (V () + Gl €) () =

= /R/RD (Law(r2), 75(2),25(3)
(Vi) + Gp, 3,8)) @ (Vs y) + G, y, &) puld) u(dy)
+ 7 /Rd VDY (Law(7s), vs(7))
(Vi 2) + Gp,2,8)) @ (V(, ) + Glp, z,§))u(d).

The third derivative j—i‘l’(Law(vs)) can be computed analogously. Since its precise form

is not needed, we omit its computation and observe only that d =V (Law(vs)), s € [0,1],
is uniformly bounded by C ||‘1’||C§; for some constant C' > 0 dependlng in particular on

J1G (s 2, )PP u(de).

Taking the expectation of (23) with respect to ¢ and using Fubini’s theorem, the equal-
ities yo(z) = z, Law(vy) = p, EyG(p, x,&) = 0, the assumption in (18) and the fact that
U € C3(P2(RY)), we obtain

SU() = EgW(Law()) = (u) + 1 /R DU () Vs (i)

2
+ Z/Rd /}Rd DU (p, z,y) : Vi(p, ) @ V (i, y)p(de) u(dy)

2
n % VDU (u,x) : V(p, ) @ V(p, ) p(de) (24)

+/Rd /Rd DU (u,2,y) : A(p, z, y)p(dz)p(dy)
+5 » VDU (u, x) : A(p, x)p(da) + n° Ry (¥, ),

where sup,cp,ray [ B1 (¥, )| < C”\I’”cg7 for a constant C' > 0 and
A~(,U/7 T, y) =Ey [G(/’Lﬂ T, é.) ® G(M? Y, g)] ) A(M7 .'IZ‘) = A~(,U/7 T, ‘T)

15
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We next expand the generator of the process AJ(u), ¢ > 0. Recall that U(t,u) =
ED(Ay(p)), t >0, u € P2(R?). According to Proposition 8, we can conclude that for every
t>1

U(t,n) =Ul(ti, pn / LU (r, p)d (25)
where £ = L1 + nLs and
ﬁlU(Tv M) F= /Rd V(Mﬂ?) ) DU(T‘, M,x),u(d:v),
LU= [ [ Aw) s DU (e it n(dy)
R4 JRRA
45 [ Alwa): VDU 2)u(da)
2 R4
1
~ 1 L, IV DU e 2
-3 [, [ DIVina)Pe) - DUG: g s)a(don(ay)
Rd JRd
Iterating the equality (25) as in the proof of Lemma 3 in Li and Wang (2022), we obtain

1
Ulti1,) = Ultion) 4061000+ 72 ( L2+ 363) Ut + P Ral). (20

where sup,,ep, ray [ R2(1)| < C||U||Cg,4([0’T}XP2(Rd)) for a constant C' > 0.

In order to compare SU(t;, u) and U (t;41, 1), we next express Lo + 3 £7 in terms of the
coefficients of the equation (17). Note that, according to Example 1, we have

DLU(r, pyz) =V [V(p, ) - DU (7, p, )] + /RdD V(i y) - DU (r, i1, y)] (2) u(dy)
=DU(r, u, 2)VV (1, z) + V (1, 2) VDU (7, p, )

+/Rd DU(r, p, y)DV (p, y, ) u(dy) +/Rd V (1, y)D?U (r, p, y, @) p(dy).
Thus, using the equalities
1 1
S VIV o) = V(i 2)VV (p,z) and D[V (. 2)[(y) = V (1, 2)DV (1, 2, y),
we get,
1
L0 a) =5 [ 9V ) DU (o)
+ VDU(T py) s Vip,z) @V (p, x)p(de)
/ [ DIV )P (@) - DUG: s a)n(dota)
Rd JRd

" /R /R DU (r, 1, 2,) : V (1, 2) @ V (1, y)pld) u(dy).

16



STOCHASTIC MODIFIED FLOWS AND SGD

Consequently,

<52 + ;ﬁ) Ur,p) = ;/Rd » A, z,y) : D2U(r, p, ) p(da) u(dy)
4 % /Rd A(p,z) : VDU (1, p, x) u(dx)
=1 LIV DU, a)(d)
1 / / DIV (1 2)[*(y) - DU (r, p, ) dx) pdly)
R4 JRA
+5 [, IV - DU (o)
5 [ VDU ) V(2) © Vi 2)da)
/ [ DIV ()P (@) - DUG: ) n(dota)
R4 JRd
v /R d /R DU pa,y) V() @V, y)u(de)u(dy)
= ;/]Rd /]Rd A(/%x;y) : DQU(r,u,x,y)u(dx),u,(dy)
v /R Alp,w) - VDU, ) ()
+ 1 VDU(T ) 2 V(g x) @ V(p,z)p(de)
/ / DU (r, iy, 1) = V() @ V (1, y) () pu(dy)
Rd JRd
Comparing (26) with (24) for ¥ = U(t;, ), we conclude that
SU(ti, i) = U (ti, ) + nLaU (ti, 1) + 1 (52 + ;5?> Ulti, ) +n°Ra(U (ti, ), )
= U(tis1, 1) + 1°R1(U (L, ), ) — n° Ra(p).-

Inserting into (21), and using the fact that U € C2’4([0, T] x P2(R9)) (see Proposition 8),
yields, for all n € N with nn <T

n—1
sup  [E®(Any (1)) —BR(Ty ()| < sup Y 0 [Ri(U(ti, ), 1) — Ra(p)]
peP2(RY) peP2(RY) ;0
< Cnip® < CT?,

where C is a constant that depends on T', see Remark 9. This completes the proof of the
theorem. |
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Remark 13 From the proof of Theorem 12 one can see that for every ® € C}(P2(R%)) and
T > 0 there exists a constant C' > 0 such that

sup  sup [E®(An,(p)) — E(T'n(p))] < Cn,
pEP2(R4) ninn<T

for allmn >0, if Ay = A(p), t > 0, is defined by the SDE with interaction

X () = V(Ay, Xo(@))dt + /7 /_ GAy, Xo(2))W (e, db),

Xo(x) ==, At:,uoXt_l, zeR? ¢>0.

We now apply Theorem 12 to the comparison of the SGD dynamics and stochastic
modified flows considered in the introduction. First, we recover a variant of the statement
for stochastic modified equations.

Corollary 14 Let Z;\(z), n € No, be defined by (1) for a loss function R and X]'(z),t >0,
be a solution to (4). Let also R(-,&) € CS(R?) for ¥-a.e. £ € E and assume that

/J]R(.,g)”égﬁ(dg) <oo and suﬂs E19|VR(£U7§)’3 < 00.
= reR4

Then, for every f € Cé(Rd) and T > 0, there exists a constant C > 0 independent of
such that
sup sup |Ef(X}], (x)) —Ef(Z](2))] < Cn
z€R4 n:nn<T

for all m > 0.

Proof Using the dominated convergence theorem it is easily seen that the functions V' :=
—~VR and G := VR — VR belong to CZ”S(PQ(RC[) x R?) and 63’4(732(Rd) x R?), respectively,
where R = EyR. Moreover, EyG(z,£) = 0 for all € R? and sup,cga Eg|G(z,&)[> < oo.
Hence, applying Theorem 12 to the function ®(u) = (f, ), p € Po(R?), that trivially
belongs to C(P2(RY)), we obtain

sup sup |Ef(X}], (x)) — Ef(Z]](2))]

z€R4 n:nn<T
= sup sup [E(f(X[), 1) —E(f(Z)), )]
u=0,,c€RI n:nn<T
< sup  sup [ER(AD, (1) — ER(T)(w))| < Cr,
pEP2(RL) ninn<T

for all > 0 and some constant C' > 0 independent of 1, where A} (y) = po (X;))~! and

FZ(M) =po (Zf{)*l. This completes the proof of the statement. [ |

The next example shows the limited regularity properties of the solution to the SME
(2).
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Example 2 Let (2,G,9) be a probability space with 9({1}) = 9({—1}) = % and let R(z, &) =
3¢ for allz € R and £ € E. Then R =0 and $12(z) = |z| for all z € R. Let x,n > 0.
Then Y, (x) := xexp(\/qW; — 3t)), t > 0, solves the SDE (2) with Y;'(x) = x. Contrari-
wise, for x < 0 the SDE (2) is solved by Y,"(x) := zexp(—\/nW; — 3t)), t > 0. Thus, for
fized t > 0 the family of random variables Y,"(x), x € R, is not differentiable w.r.t. x at
the origin. Howewver, since R is a smooth function, the solution to the SMF (4) is smooth
w.r.t. the initial condition.

Corollary 15 Under the assumptions of Corollary 14, for every m € N, f € Cg(Rdm),
® € CH(P2(RY)) and T > 0 there exists a constant C' > 0 independent of n such that

sup sup UEf(Xgn(xl),...,Xgn@m)) —]Ef(ZZ(ml),...,Zg(a:m))’ <Ccn* (27)

Z1,...,xm ERE n:nn<T

and
sup  sup [Ed(uo (X1,)7Y) —Ed(uo (2)7)] < On? (28)
pEPy(RE) ninn<T

for all m > 0.

Proof The estimate (28) can be obtained by the same argument as in the proof of Corol-
lary 14. To prove (27), we will apply Corollary 14 to the function

R™(2,6) = R(21,6) + ... + R(zm, €), 2= (2)icpm) € RI™, £ €E.

Note that 3 ~
VRS (2,6) = (VaR(z6)

i€[m]
for all z = (2;);epm € RY™ and ¢ € E. Defining Z2X(z), n € Ny, by (1) with R and R?
replaced by Rext and R™, respectively, it is easily seen that

Zy (@) = (Z(%i))iepm) » 1 € No,

for all & = (2);e[m) € R
We next set R(2) = EyR™(2,£), 2 = (2)icpm)- Then

VR (2) = (V5 R(2:))iepm)

and
VIVR™(2)] = (V. |V R(z))

i€[m]

for all 2 = (2i)icpm) € R9™. Moreover,
G™*Y(2,€) := VR™Y(2,€) — VR™Y(2,¢) = (G(2i,€))icm) -

where G is the coefficient of (4) that equals VR — VR. Under the assumptions of the
corollary, equation (4) with R and G replaced by R®' and G, respectively, has a unique
solution X" (z), € R, t > 0. Moreover,

X7 (@) = (X (21)) t>0,

i€[m]>
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a.s. for all ¥ = (2;)ie[m). Since R satisfies the assumptions of Corollary 14, one gets for
every f € C}HRI™)

sup [Ef(X5""(2)) — £(Z" (@)

zeRIm

= sup sup ‘Ef (xl)a s ?X':Zn(xm)) - Ef(Zg(xl)) cees Zg(.’Em))' < 0772

;.- 7mm€Rd n: n77<T

for a constant C' > 0 independent of n. This completes the proof of the statement. |

In the next example, we show that Corollary 15 cannot hold for the solution to the
classical stochastic modified equation (2), since the distribution of the two-point motion is
different from the distribution of the two-point motion of (4).

Example 3 The covariation of the two-point motion (X (x), X/ (z)), t > 0, from the
SMF (4) equals

(X7(z), X7(7)), = /0 A(X2(x), X2(2)ds, ¢ >0, (20)

where A

(x,y) = ) ® G(y,-))g. However, the covariation of the two-point motion
(Y (2), Y/ (z

(G(z,
)), t >0, obtained from the SDE (2), is given by

). Y@= [ (V) V2S(a(@) s, 20, (30)

for S(z) = A(z,z). This implies that the processes (X"(z), X(&)) and (Y"(x),Y"(Z))
have different distributions in general. We further notice that the covariance of the one step

SGD dynamics defined by (1) satisfies
cov(Z{ (), Z{(y)) = n* A(z, ),
which is comparable with (29), but not with (30).

Next, we consider the SGD scheme Z,] = (Zf{n)ie[M], n € Ny, incorporating the infinite

width limit that is defined by (9), where Zé’", i € [M], are i.i.d. random variables sampled
from a measure p € Pa(RY). We prove the convergence of the empirical distribution process
rMn — ﬁzgl 64im, n € Ny, to a mean-field solution A} = po (X/)™1, ¢ > 0, of the
DDSMF defined by (10).

Corollary 16 Let yu € Po(R?) and pM = MZ Z“” where Zg’n, Jj € [M], are i.i.d.

random wvariables with distribution u. Let Fn , n € No, and A}, t > 0, be as in (9)

and (10), respectively, with Pé\/f,n = M and Al = u. Assume that the function U in (6)
satisfies: W(-,€) € C(RY) for J-a.e. € € E,

L (1,012 + 11 OF) 1. O)20de) < oo
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and

sup [ (IC,&)l1Z0 + P ) Vo (@, ) Po(de) < oc.

zeR4 JE
Then, for every ® € C{(P2(R?)) there exists a constant C > 0 independent of n and M
such that
sup_[BB(AT,) ~ ER(DM)| < O + O\ [EWS (1, M) (31)
n:nn<T

for all n > 0 and M € N. In particular, if u has finite pth moment for some p > 2, with
p#4 ford<4andp# d%‘ZQ for d > 5, then for every a > 0 there exists a constant C' > 0
independent of n and M such that

sup_[ED(AL,) — ES(IY7)| < Cop? (32)
nnn<T
for alln >0 and M € N satisfying % < a, where
M™%+ M~ "% ifd <3,
KM)={ M~3ln(1+ M)+ M2 ifd=4,
M~i+ M "5 ifd > 5.

Proof First, we show that V € 02’5(P2(Rd) x R?) and G € Cp(Po(RY) x RY), where V
and G are given by (8). Analogously to the proof of Corollary 14, we get that F € C} (R9),
where F(z) = Ey[f(£)-¥(z,€)], 2 € RY, and, thus, VF € C)(RY). For K(z!,2%) =
Ey [\Il(zl, £)-U(22 5)], 21,22 € R, we use the dominated convergence theorem to get that
K € C§(R?). Using Example 1, we get, for K(u,2) = (V,K(2,-), 1), u € Po(RY),z € RY,
that

DK (p,2',2%) = V2V 1 K (2!, 2%),

with analogous expressions for higher derivatives. Thus, K € 0275(772(Rd) x R%) and,
therefore, V' € 02’5(732(1[%‘1) x RY). To see that G € 63’4(732(]1@) x R%) note that

G, 2,€) = (f(§) = (U(,&), ) V.U(2,8), pePRY), zeRY, £€E,

satisfies G € 62’4(732(]Rd) x RY) and Ey[G(-,-,€)] € 03’4(732(]Rd) x R?). Moreover, we clearly
have EyG(p, z,€) = 0 for all u € Po(R?), x € R? and sup,pa SUp,,ep, rd) EolG (1, 2, E)° <
0.

Note that one needs to check the estimate (31) only for n € (0,7]. Let AJ(u), t > 0, be
defined by (10) for every pu € Po(R?). We next fix u € Po(R?) and consider the empirical
distribution ™ = ﬁ Zf\il d ,im associated with the family of i.i.d. random variables Zé’",
i € [M], sampled from the digtribution . By Theorem 12, there exists a constant C' > 0
independent of 1 such that

sup  sup |E®(A}, (1) — ER(I](w)| < Cn?
pPEP(RE) ninn<T
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for all n € (0,7T], where T'j (1), n € Ny, is determined by (16) with V and G given by (8).
Therefore, using the equality T = I'} (1) for all n € Ny, one has

s [ES(AL, (') ~ BRT] = sup [ER(AL ()~ BR(T3(:)
= swp_|E [E [@(A%,(6")|A] ~E[o(r(u*))]4]]|

n:nn<T

<E

sup_|E [@(A%, (1) |A] — E [@(T(4*))| 4] ]]

n:nn<T

< sup  sup [ER(AD, (n) —ER(I] ()| < On?
neP2(RY) ninn<T

for all n € (0,7] and M € N, where A = o(Z}", i € [M]).
We next compare E® (A7, (1)) with E®(A7,(#*)). Applying Lemma 11 to V = @ and
G =0, we can estimate

[EQ (AL, (1) — ER(AL, (1*))[* < @I EWS (AL, (1), AL, (™).

Since the coefficients of the SDE (10) are Lipschitz continuous, where the Lipschitz constant
can be chosen independently of n € (0,7] due to the assumptions of the corollary and
Lemma 11, we can apply Proposition 6 to bound EW3 (A7, (1), Any(¢™)). Thus, there
exists a constant C' > 0 independent of 17, M and n such that

EW3 (A7, (1), A}, (u™)) < CEWS (1, p™)

for all n € (0,7], M € N and n € Ny with ny < T. This completes the proof of the first
part of the corollary.

If p has finite pth moment for p > 2 such that p # 4 for d < 4 and p # (%2 for d > 5,
then, by Theorem 1 in Fournier and Guillin (2015),

EWS (1, 1) < C1{dp, ) K (M),

K(M)
T]4

where ¢,(z) = |z|P, z € R%, and C; > 0 depends only on p and d. Assuming that <a

for some a > 0, we get

sup_[B®(AZ,) — ER(TA)| < O + C\JEWR (1, uM) < O + C\/aCr (. ) .

n:nn<T

This completes the proof of the second part of the statement. |

Remark 17 Assume that the measure p € P2(RY) has all finite moments in Corollary 16.
Then we can choose p so large that the first term in every case of the definition of the

constant K (M) dominates. Therefore, the estimate (32) holds for alln > 0 and M > &

W7
where q = 8 for d < 3, q = 2d ford > 5 and any q > 8 for d = 4, since%ﬁaw

satisfied for some a > 0 and large enough p.
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