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#### Abstract

$\ell_{1}$-penalized quantile regression ( $\ell_{1}-\mathrm{QR}$ ) is a useful tool for modeling the relationship between input and output variables when detecting heterogeneous effects in the highdimensional setting. Hypothesis tests can then be formulated based on the debiased $\ell_{1}-\mathrm{QR}$ estimator that reduces the bias induced by Lasso penalty. However, the non-smoothness of the quantile loss brings great challenges to the computation, especially when the data dimension is high. Recently, the convolution-type smoothed quantile regression (SQR) model has been proposed to overcome such shortcoming, and people developed theory of estimation and variable selection therein. In this work, we combine the debiased method with SQR model and come up with the debiased $\ell_{1}$-SQR estimator, based on which we then establish confidence intervals and hypothesis testing in the high-dimensional setup. Theoretically, we provide the non-asymptotic Bahadur representation for our proposed estimator and also the Berry-Esseen bound, which implies the empirical coverage rates for the studentized confidence intervals. Furthermore, we build up the theory of hypothesis testing on both a single variable and a group of variables. Finally, we exhibit extensive numerical experiments on both simulated and real data to demonstrate the good performance of our method.
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## 1. Introduction

Due to the development of modern technology, massive complex datasets are gradually becoming the main objects of research today, which is profoundly affecting statistics community. In addition to the explosive growth in scale and dimension of data, the heterogeneity of intrinsic data structure and the presence of outliers hinder the use of some classical methods. Take linear model as an example, ordinary least squares (OLS) estimator is statistically efficient under Gaussian and other light-tailed noises. However, it may fail to be consistent when dealing with heavy-tailed errors and it is also highly susceptible to outliers. To overcome the shortcomings of OLS estimator, Koenker and Bassett (1978) first proposed quantile regression ( QR ) in his famous seminal work. Compared to OLS regression, quantile regression is robust against the outliers and allows capturing the feature of the entire conditional distribution function. A comprehensive and systematic overview of quantile regression can be referred to Koenker et al. (2017).

Consider a linear model $y=\boldsymbol{x}^{\boldsymbol{\top}} \boldsymbol{\beta}^{*}+\varepsilon$ in the high-dimensional setup, where the number of features $p$ can be much greater than the sample size $n$. Under the assumption that the true parameter $\boldsymbol{\beta}^{*}$ is $s$-sparse, a widely-used way to perform parameter estimation and variable selection is applying penalized methods to minimize the empirical risk function. To achieve sparse estimate, Tibshirani (1996) proposed Lasso method that using $\ell_{1}$-penalty to shrink OLS estimator. Over the last three decades, there are numerous articles focusing on penalized regression to extract inherent low-dimensional features from high-dimensional parameter space, and one can refer to Bühlmann and Van de Geer (2011), Hastie et al. (2019), Wainwright (2019), Fan et al. (2020) for an extensive and in-depth review of highdimensional statistics. Beyond estimation and variable selection, another topic that appeals to statisticians is high-dimensional statistical inference. Due to the non-negligible bias induced by $\ell_{1}$-regularization, many different concave penalties have been proposed to eliminate the shrinkage bias, such as SCAD designed by Fan and Li (2001) and MCP designed by Zhang (2010). Other works about non-convex penalized approach can be found in Fan and Lv (2011), Wang et al. (2013) and Fan et al. (2014). However, these methods rely on oracle properties, which is to say one can only make valid inference on the active set. Under specific minimum signal strength condition (Zhao and Yu, 2006; Wainwright, 2009), asymptotic normality for the selected variables can be verified, while other variables have no theoretical guarantees.

Another stream of high-dimensional inferential methods is termed debiasing technique originated from Zhang and Zhang (2014), in which they implemented low-dimensional projection (LDP) to correct the bias caused by Lasso estimator and then used the debiased Lasso estimates to construct confidence intervals. One prominent advantage of debiasing method is that it enables statistical inference uniformly on all parameters, since it does not need to impose the minimum signal strength condition. Van de Geer et al. (2014) reformulated the KKT condition of $\ell_{1}$-penalized least squares regression and obtained the debiased (or desparsified in their work) Lasso estimator from an alternative way. The asymptotic normality they established depends on the accuracy of an approximate inverse of the sample covariance matrix, where the authors applied nodewise regression (see Meinshausen and Bühlmann, 2006) to achieve. Furthermore, Javanmard and Montanari (2014a b) constructed the sample precision matrix (inverse of sample covariance matrix) via a series of
convex programs, and then employed such matrix to design debiased estimator and applied it to the establishment of confidence intervals and hypothesis testing.

In the context of high-dimensional quantile regression (HDQR), Belloni and Chernozhukov (2011) first investigated $\ell_{1}$-penalized QR model and developed a set of results on model selection and parameter estimation. Later, Wang et al. (2012) studied the methodology and theory of nonconvex penalized QR model via SCAD penalty. In Zheng et al. (2015), they used adaptive $\ell_{1}$-penalty to acquire consistent shrinkage of regression quantile estimates across a continuous range of quantiles levels. Belloni et al. $(2015,2019)$ further considered the inference task of high-dimensional instrumental variable quantile regression (IVQR) model and employed Neyman's orthogonal score method to realize the goal. Latest results on the estimation and inference of high-dimensional censored QR model can be referred to Zheng et al. (2018) and Fei et al. (2023). By contrast, there is little work on hypothesis testing within this HDQR framework. In Zhao et al. (2014), they introduced a robust testing procedure by means of combining debiasing technique with composite quantile regression (CQR) model that proposed in Zou and Yuan (2008). Shortly afterwards Bradic and Kolar (2017) extended previous work on debiased method to develop uniform testing results for a range of quantiles. Based on their defined high-dimensional rank scores, they provided a distribution-free estimator of the sparsity function and adapted it for inference involving the QR process. Recently, Cheng et al. (2022) engaged researched on treatment effects in QR with high-dimensional confounding covariates. After applying the regularized projection score method, the authors showed the consistency and asymptotic normality of their proposed estimator of the treatment effects. Current testing methods on HDQR will encounter great difficulties in operation, where the non-smoothness of the quantile loss further impairs the efficiency of practical algorithms as dimension $p$ increases.

In this paper, we are committed to designing a more computationally efficient testing procedure for HDQR framework. Generally speaking, QR problem can be transformed into a linear program (LP), and solving it requires significant computing resources whenever $n$ and $p$ are large. To speed up resolving QR problem, Horowitz (1998) first proposed to smooth the quantile loss with a kernel function and the new estimator can be obtained via first-order optimization algorithms. In Horowitz (1998), the author verified the asymptotic equivalence between the traditional QR estimator and the new proposed one. Subsequently, this smoothing method has been extended to various QR-related subjects, and we refer the reader to Whang (2006), Wu et al. (2015), Galvao and Kato (2016), Kaplan and Sun (2017), Chen et al. (2019) and de Castro et al. (2019) for more details. It should be pointed out that Horowitz's smoothing method gains smoothness at the cost of convexity, which cannot guarantee the solution is a global minima. This may lead to more complex situations in high-dimensional settings. An impressive work from Fernandes et al. (2021) recently presented a convolution-type smoothed quantile regression (SQR) model, of which the corresponding loss inherits convexity and is smooth with second derivative. For the fixed $p$ setting, the researchers investigated the asymptotic properties of the SQR estimator. He et al. (2023) considered the SQR model under the "increasing dimension" regime that allows dimension $p$ to grow with the sample size $n$ while $p<n$, and provided an in-depth statistical analysis from the non-asymptotic viewpoint. Moreover, Tan et al. (2022b) extended this convolution smoothing technique to the HDQR framework. In their work, they proposed a multi-step procedure to iteratively solve a sequence of weighted $\ell_{1}$-penalized SQR loss
minimization. They showed that their iterative estimator achieves the optimal rate of convergence, and obtained the oracle rate under the minimum signal strength condition. As a special case, they also derived properties of $\ell_{1}$-SQR estimate, the solution of minimizing SQR loss with Lasso penalty. For CQR model, Yan et al. (2023) and Moon and Zhou (2022) employed the similar smoothing method to overcome the computational challenges therein and also achieved abundant theoretical results in the increasing dimension regime and highdimensional setting respectively. Other relevant works about convolution-type SQR model can be seen in Jiang and Yu (2021), Tan et al. (2022a), Man et al. (2022), Sang et al. (2022) and Zhang and Zhu (2022).

Motivated by Tan et al. (2022b), in this work we propose the debiased $\ell_{1}$-SQR estimator, and use it to establish confidence intervals and hypothesis testing in HDQR framework. Different from previous debiased estimators built by classical QR estimates, our proposed estimator is generated from $\ell_{1}$-SQR estimator that can be efficiently obtained via proximal gradient descent (PGD) and ADMM-based algorithms. According to He et al. (2023) and Tan et al. (2022b), the bias induced by smoothing loss can be well controlled after reasonably tunning the bandwidth parameter, which is insensitive to estimated results. The key to eliminate the shrinkage bias of $\ell_{1}$-SQR estimator is to approximate the inverse of the Hessian matrix of SQR model, which is constructed in the way similar to that of CLIME estimator (Cai et al., 2011). Unlike preceding works of Zhao et al. (2014) and Bradic and Kolar (2017), our debiased $\ell_{1}$-SQR estimator does not need to estimate the sparsity function separately since it is already included in the inverse approximation. After imposing some assumptions on the population covariance matrix of covariate $\boldsymbol{x}$ and its smoothing type, we obtain the non-asymptotic error bounds of the approximate inverse matrix in $\infty$ - and $L_{1}$-norm at first. On the basis of these error bounds, we further provide the Bahadur representation and the Berry-Esseen bound of our debiased $\ell_{1}$-SQR estimator, which refines the results of Tan et al. (2022b) that only hold for oracle estimator and does not depend on the minimum signal strength condition. The Berry-Esseen bound immediately implies the empirical coverage rates for our proposed confidence intervals. Moreover, we consider the hypothesis testing problems for both a single variable and a group of variables. For testing an individual null $H_{0, j}: \beta_{j}^{*}=0$, we take a minimax way to acquire uniformly good performance of tests over a family of sparse vectors. Specifically, we control the upper bound of Type I errors and the lower bound of statistical powers. To test a group of hypotheses $\left\{H_{0, j}: \beta_{j}^{*}=0\right\}_{j \in \mathcal{G}}$, the Bonferroni procedure is applied within this work to control the familywise error rate (FWER), which will be discussed in the subsequent sections.

The main contributions of this work are as follows:

1. We design the debiased $\ell_{1}$-SQR estimator, and develop inference and hypothesis testing for high-dimensional quantile regression. Different from previous works of Zhao et al. (2014) and Bradic and Kolar (2017), we relax the independence condition of $\boldsymbol{x}$ and $\varepsilon$ and thus the heteroscedasticity is allowed in this work. Besides, the dimension $p$ is allowed to be much larger than the sample size $n$, and the sparsity $s$ can slowly increase with $n$ satisfying $s \ll n$. We provide theoretical results in a non-asymptotic type while simultaneously allowing both the sparsity $s$ and the ambient dimension $p$ to depend on the sample size $n$.
2. Compared to the existing works of Zhao et al. (2014) and Bradic and Kolar (2017), our method is computationally efficient and easy to realize. On one end, our proposed debiased estimator is established upon the $\ell_{1}-\mathrm{SQR}$ estimator, which minimizes a smooth convex programming that can be solved by PGD, ADMM and other efficient algorithms. On the other end, there is no need to estimate sparsity function additionally in the construction of our estimator, whereas Zhao et al. (2014) estimated it via Koenker's quotient estimator and Bradic and Kolar (2017) introduced a highdimensional regression rank scores method. Beyond that, our simulation results also show that the debiased $\ell_{1}$-SQR estimator has better performance for large $p$ setup.
3. We design procedures for testing a single variable and a group of variables. To the best of our knowledge, theoretical results for testing a single variable under HDQR in the minimax way is first established in this paper. Besides, we control the FWER for a group of variables to cope with the simultaneous testing. As far as we know, this is the first time that the FWER method is introduced into HDQR testing problems.

The rest of the paper is organized as follows. Section 2 presents the background of sparse quantile regression and the debiasing method, followed by the convolution-type SQR with $\ell_{1}$-regularization. We combine the debiasing method with SQR model and propose the debiased $\ell_{1}$-SQR estimator in Section 2.3. In Section 3, we provide a comprehensive and in-depth analysis of the debiased $\ell_{1}$-SQR estimator from a non-asymptotic viewpoint. Specifically, properties of the approximated inverse matrix are obtained in Section 3.1. The Bahadur representation for our proposed estimator is provided in Section 3.2. In Section 3.3, we construct confidence intervals and verify its non-asymptotic empirical rate via the BerryEsseen bound. Section 3.4 introduces the theoretical results on hypothesis testing, and the content of simultaneous testing can be found in Section 3.5. Extensive numerical studies of our proposed method on simulated data are exhibited in Section 4, and a real data study is provided in Section 5. Conclusions and future works are discussed in Section 6. The proofs of all theoretical results are relegated in the appendix.

Notation: In this work, we use $\mathbb{R}^{p}$ to denote the the $p$-dimensional Euclidean space. For every $\boldsymbol{u}=\left(u_{1}, \ldots, u_{p}\right)^{\top} \in \mathbb{R}^{p}$, define $\|\boldsymbol{u}\|_{0}=\sum_{j=1}^{p} \mathbb{I}\left\{u_{j} \neq 0\right\},\|\boldsymbol{u}\|_{1}=\sum_{j=1}^{p}\left|u_{j}\right|$, $\|\boldsymbol{u}\|_{2}=\sqrt{\sum_{j=1}^{p} u_{j}^{2}}$ and $\|\boldsymbol{u}\|_{\infty}=\max _{1 \leq j \leq p}\left|u_{j}\right|$. We use bold capital letters to represent matrices throughout this paper. For any $p \times q$ matrix $\mathbf{A}=\left(a_{i j}\right) \in \mathbb{R}^{p \times q}$, we define the elementwise $\ell_{\infty}$-norm $\|\mathbf{A}\|_{\infty}=\max _{1 \leq i \leq p, 1 \leq j \leq q}=\left|a_{i j}\right|$, the elementwise $\ell_{1}$-norm $\|\mathbf{A}\|_{1}=$ $\sum_{i=1}^{p} \sum_{j=1}^{q}\left|a_{i j}\right|$, and the matrix $\ell_{1}$-norm $\|\mathbf{A}\|_{L_{1}}=\max _{1 \leq i \leq p} \sum_{j=1}^{q}\left|a_{i j}\right|$. Here we denote $\mathbf{I}$ as the identity matrix. For some $r \geq 0$, the unit sphere and the $\ell_{1}$-norm ball in $\mathbb{R}^{p}$ are defined as $\mathbb{S}^{p-1}=\left\{\boldsymbol{u} \in \mathbb{R}^{p}:\|\boldsymbol{u}\|_{2}=1\right\}$ and $\mathbb{B}_{1}(r)=\left\{\boldsymbol{u} \in \mathbb{R}^{p}:\|\boldsymbol{u}\|_{1} \leq r\right\}$ respectively. Moreover, for two sequences of non-negative numbers $\left\{x_{n}\right\}_{n \geq 1}$ and $\left\{y_{n}\right\}_{n \geq 1}, x_{n} \lesssim y_{n}$ means that there exists some constant $C>0$ independent of $n$ such that $x_{n} \leq C y_{n} ; x_{n} \gtrsim y_{n}$ is equivalent to $y_{n} \lesssim x_{n} ; x_{n} \asymp y_{n}$ is equivalent to $x_{n} \lesssim y_{n}$ and $y_{n} \lesssim x_{n}$. For two positive definite matrixes $\mathbf{A}$ and $\mathbf{B}, \mathbf{A} \succ \mathbf{B}$ means that $\mathbf{A}-\mathbf{B}$ is a positive definite matrix; and $\mathbf{A} \prec \mathbf{B}$ means that $\mathbf{B}-\mathbf{A}$ is a positive definite matrix.

## 2. Background and problem setup

In this section, we first give a brief introduction to sparse quantile regression and the debiasing technique. Then we present the recent results about the convolution-type smoothed quantile regression. At the end of this part, we extend the debiasing technique to the highdimensional smoothed quantile regression and propose the debiased $\ell_{1}$-SQR estimator.

### 2.1 Sparse quantile regression: $\ell_{1}$ penalty and debiasing

Consider a scalar response variable $y \in \mathbb{R}$ and a $p$-dimensional covariate vector $\boldsymbol{x}=$ $\left(x_{1}, \ldots, x_{p}\right)^{\top} \in \mathbb{R}^{p}$ with $x_{1} \equiv 1$ across the paper. Let $F_{y \mid x}(\cdot)$ be the conditional probability distribution function of $y$ given $\boldsymbol{x}$. For some $0<\tau<1$, we model the $\tau$-th conditional quantile of $y$ given $\boldsymbol{x}$ as $F_{y \mid \boldsymbol{x}}^{-1}(\tau \mid \boldsymbol{x})=\boldsymbol{x}^{\top} \boldsymbol{\beta}^{*}$, where $\boldsymbol{\beta}^{*}=\left(\beta_{1}^{*}, \ldots, \beta_{p}^{*}\right)^{\top} \in \mathbb{R}^{p}$ is the true parameter. Generate $n$ random samples from $(y, \boldsymbol{x})$ and denote them as $\left\{\left(y_{i}, \boldsymbol{x}_{i}\right)\right\}_{i=1}^{n}$. The preceding model assumption can be equivalently written as a linear model

$$
\begin{equation*}
y_{i}=\boldsymbol{x}_{\boldsymbol{i}}^{\top} \boldsymbol{\beta}^{*}+\varepsilon_{i} \text { and } \mathbb{P}\left(\varepsilon_{i} \leq 0 \mid \boldsymbol{x}_{\boldsymbol{i}}\right)=\tau . \tag{1}
\end{equation*}
$$

Throughout the paper, we consider the high-dimensional scenario that the number of features $p$ can be much greater than the sample size $n$. More details about the relationship between $p$ and $n$ will be discussed in Section 3 .

Based on the dataset $\left\{\left(y_{i}, \boldsymbol{x}_{i}\right)\right\}_{i=1}^{n}$, the $\ell_{1}$-penalized QR estimator $\widehat{\boldsymbol{\beta}}$ is the global minima to the following optimization problem

$$
\begin{equation*}
\widehat{\boldsymbol{\beta}}=\underset{\boldsymbol{\beta} \in \mathbb{R}^{p}}{\operatorname{argmin}}\{\underbrace{\frac{1}{n} \sum_{i=1}^{n} \rho_{\tau}\left(y_{i}-\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}\right)}_{=: \widehat{Q}(\boldsymbol{\beta})}+\lambda\|\boldsymbol{\beta}\|_{1}\} \tag{2}
\end{equation*}
$$

where $\rho_{\tau}(u)=u(\tau-\mathbb{I}\{u<0\})$ is the asymmetric absolute deviation function, namely the check loss function, with $\mathbb{I}\{\cdot\}$ representing the indicator function. Due to the shrinkage property of Lasso penalty, there are extensive works focused on estimation, prediction and variable selection consistency about $\ell_{1}-\mathrm{QR}$ model including Wang et al. (2007), Belloni and Chernozhukov (2011), Wang (2013) and Zheng et al. (2015).

For the high-dimensional QR inference problems, the non-negligible bias induced by $\ell_{1}$ penalty hinders from using $\widehat{\boldsymbol{\beta}}$ to achieve valid results. To overcome this obstacle, Belloni et al. (2015) and Belloni et al. (2019) proposed a three-stage refitting procedure based on Neyman's orthogonal score function to construct studentized confidence intervals. In contrast, Bradic and Kolar (2017) developed the debiasing technique proposed in Zhang and Zhang (2014) and Van de Geer et al. (2014) for Lasso estimator, and then employed the debiased $\ell_{1}$-QR estimator to implement uniform hypothesis testing. Specifically, given $\ell_{1}$-penalized QR estimator $\widehat{\boldsymbol{\beta}}$, a debiased estimator $\widetilde{\boldsymbol{\beta}}$ can be constructed as

$$
\begin{equation*}
\widetilde{\boldsymbol{\beta}}=\widehat{\boldsymbol{\beta}}+\frac{1}{n} \widetilde{\mathbf{D}} \sum_{i=1}^{n} \boldsymbol{x}_{i} \Psi_{\tau}\left(y_{i}-\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}\right), \tag{3}
\end{equation*}
$$

where $\Psi_{\tau}(u)=\tau-\mathbb{I}(u<0)$ is the subderivative of $\rho_{\tau}(u)$ and $\widetilde{\mathbf{D}}$ is an estimator of the inverse of the matrix $\mathbb{E}\left[f_{\varepsilon \mid \boldsymbol{x}}(0) \boldsymbol{x} \boldsymbol{x}^{\top}\right]$ with $f_{\varepsilon \mid \boldsymbol{x}}$ being the conditional density function. Under
the condition that $\varepsilon$ and $\boldsymbol{x}$ are independent, $\widetilde{\mathbf{D}}$ can be estimated as $\widetilde{\mathbf{D}}=\widehat{\zeta} \widehat{\mathbf{D}}$ with $\widehat{\zeta}$ being an estimator of the sparsity function $1 / f_{\varepsilon}(0)$ and $\widehat{\mathbf{D}}$ being an estimator of the inverse of the covariance matrix $\boldsymbol{\Sigma}=\mathbb{E}\left(\boldsymbol{x} \boldsymbol{x}^{\boldsymbol{\top}}\right)$, such results can be found in Zhao et al. (2014) and Bradic and Kolar (2017). When $p>n, \widehat{\boldsymbol{\Sigma}}=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}$ is not of full rank. To approximate $\boldsymbol{\Sigma}^{-1}$ in this scenario, one can turn to using sparse precision matrix estimators, such as celebrated CLIME estimator (Cai et al., 2011, 2016). After establishing the Bahadur representation of the debiased estimator (3), one can easily verify its asymptotic normality and immediately construct the confidence intervals.

Without the independence of $\varepsilon$ and $\boldsymbol{x}, \widehat{\zeta} \widehat{\mathbf{D}}$ is no more an appropriate estimator of the inverse of $\mathbb{E}\left[f_{\varepsilon \mid \boldsymbol{x}}(0) \boldsymbol{x} \boldsymbol{x}^{\top}\right]$. Given some kernel function $K(\cdot)$, matrix $\mathbb{E}\left[f_{\varepsilon \mid \boldsymbol{x}}(0) \boldsymbol{x} \boldsymbol{x}^{\top}\right]$ can be estimated by Powell's kernel-type estimator (Powell et al., 1991) $\frac{1}{n h} \sum_{i=1}^{n} K\left(\left(y_{i}-\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}\right) / h\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}$, in which $h>0$ is the bandwidth parameter. Thus, $\overline{\mathbf{D}}$ can be alternatively defined as the approximate inverse of the matrix $\frac{1}{n h} \sum_{i=1}^{n} K\left(\left(y_{i}-\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}\right) / h\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}$, similar manipulations can be seen in Lian and Fan (2018) and Zhao et al. (2019). In those two papers, the authors focused on proposing consistent debiased estimates for support vector machine (SVM) and QR, respectively, in high-dimensional distributed settings. Nevertheless, to the best of our knowledge, the asymptotic normality of this kind of kernel-based debiased estimators still remains unknown. Actually, $\frac{1}{n h} \sum_{i=1}^{n} K\left(\left(y_{i}-\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}\right) / h\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}$ is exactly the Hessian matrix of the SQR empirical risk function evaluated at $\boldsymbol{\beta}$. This motivates us to design a novel debiased QR estimator by incorporating the ideas of convolution-type smoothing method. Since the inverse of $\mathbb{E}\left[f_{\varepsilon \mid \boldsymbol{x}}(0) \boldsymbol{x} \boldsymbol{x}^{\top}\right]$ is estimated as a whole, our newly proposed debiased estimator does not rely on the homoscedastic assumption that $\boldsymbol{x}$ and $\varepsilon$ are independent of each other. Besides, we also certify the asymptotic normality of our proposed estimator in the following analysis.

### 2.2 Sparse quantile regression: a smoothing approach

Recall that $F_{\varepsilon \mid \boldsymbol{x}}(\cdot)$ is denoted as the conditional distribution of $\varepsilon$ given $\boldsymbol{x}$. Then the population quantile risk function can be defined as

$$
Q(\boldsymbol{\beta})=\mathbb{E}\left\{\int_{-\infty}^{\infty} \rho_{\tau}\left(u-\boldsymbol{x}^{\top}\left(\boldsymbol{\beta}-\boldsymbol{\beta}^{*}\right)\right) \mathrm{d} F_{\varepsilon \mid \boldsymbol{x}}(u)\right\} .
$$

It is not hard to check that $Q(\boldsymbol{\beta})$ is twice differentiable and strongly convex in a neighborhood of $\boldsymbol{\beta}^{*}$ whenever the conditional distribution $F_{\varepsilon \mid \boldsymbol{x}}(\cdot)$ is smooth enough. For every $\boldsymbol{\beta} \in \mathbb{R}^{p}$, let $\widehat{F}(\cdot ; \boldsymbol{\beta})$ be the empirical cumulative distribution function (CDF) of the residuals $\left\{\mathrm{r}_{i}(\boldsymbol{\beta}):=y_{i}-\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}\right\}_{i=1}^{n}$, namely $\widehat{F}(u ; \boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}\left\{\mathrm{r}_{i}(\boldsymbol{\beta}) \leq u\right\}$ for any $u \in \mathbb{R}$. After replacing $F_{\varepsilon \mid \boldsymbol{x}}(\cdot)$ with $\widehat{F}(u ; \boldsymbol{\beta})$, the empirical risk for quantile loss, $\widehat{Q}(\cdot)$ in (2), can be equivalently expressed as

$$
\begin{equation*}
\widehat{Q}(\boldsymbol{\beta})=\int_{-\infty}^{\infty} \rho_{\tau}(u) \mathrm{d} \widehat{F}(u ; \boldsymbol{\beta}) \tag{4}
\end{equation*}
$$

Note that $\widehat{Q}(\cdot)$ is non-smooth since it is actually a finite sum of check loss functions evaluated at various points. Instead of using empirical CDF $\hat{F}(\cdot ; \boldsymbol{\beta})$, Fernandes et al. (2021) introduced a kernel-type CDF and derived a new empirical risk through integrating over the probability
measure induced by it. Given the residuals $\mathrm{r}_{i}(\boldsymbol{\beta})=y_{i}-\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}$ and a bandwidth parameter $h$, the kernel-type $\operatorname{CDF} \widehat{F}_{h}(\cdot ; \boldsymbol{\beta})$ is established as

$$
\widehat{F}_{h}(u ; \boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} \int_{-\infty}^{u} K_{h}\left(t-\mathrm{r}_{i}(\boldsymbol{\beta})\right) \mathrm{d} t,
$$

where $K(\cdot)$ is a symmetric and non-negative kernel function and $K_{h}(u)$ is defined as $K_{h}(u)=$ $K(u / h) / h$. Thus, the corresponding empirical risk function, which is denoted by $\widehat{Q}_{h}$, can be obtained after integrating with respect to $\widehat{F}_{h}(u ; \boldsymbol{\beta})$

$$
\begin{equation*}
\widehat{Q}_{h}(\boldsymbol{\beta}):=\int_{-\infty}^{\infty} \rho_{\tau}(u) \mathrm{d} \widehat{F}_{h}(u ; \boldsymbol{\beta})=\frac{1}{n h} \sum_{i=1}^{n} \int_{-\infty}^{\infty} \rho_{\tau}(u) K\left(\frac{u+\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}-y_{i}}{h}\right) \mathrm{d} u . \tag{5}
\end{equation*}
$$

By means of the convolution operator "*", such empirical risk can also be written as

$$
\begin{equation*}
\widehat{Q}_{h}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n} \ell_{h, \tau}\left(y_{i}-\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}\right) \text { with } \ell_{h, \tau}(u)=\left(\rho_{\tau} * K_{h}\right)(u)=\int_{-\infty}^{\infty} \rho_{\tau}(v) K_{h}(v-u) \mathrm{d} v \tag{6}
\end{equation*}
$$

where $\ell_{h, \tau}$ is called as the SQR loss throughout the paper. Denote the integrated kernel function $\bar{K}: \mathbb{R} \rightarrow[0,1]$ as $\bar{K}(u)=\int_{-\infty}^{u} K(t) \mathrm{d} t$, and correspondingly $\bar{K}_{h}(u)=\int_{-\infty}^{u} K_{h}(t) \mathrm{d} t=$ $\bar{K}(u / h)$. Then the SQR empirical risk function $\widehat{Q}_{h}(\boldsymbol{\beta})$ is twice continuously differentiable with gradient $\nabla \widehat{Q}_{h}(\boldsymbol{\beta})=\frac{1}{n} \sum_{i=1}^{n}\left\{\bar{K}_{h}\left(-\mathrm{r}_{i}(\boldsymbol{\beta})\right)-\tau\right\} \boldsymbol{x}_{i}$ and Hessian matrix $\nabla^{2} \widehat{Q}_{h}(\boldsymbol{\beta})=$ $\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\mathrm{r}_{i}(\boldsymbol{\beta})\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}$.

In Tan et al. (2022b), the authors investigated the high-dimensional sparse QR estimation problem with SQR loss function. Based on the dataset $\left\{\left(y_{i}, \boldsymbol{x}_{i}\right)\right\}_{i=1}^{n}$, the $\ell_{1}$-SQR estimator $\widehat{\boldsymbol{\beta}}_{h}$ is then defined as

$$
\begin{equation*}
\widehat{\boldsymbol{\beta}}_{h}=\underset{\boldsymbol{\beta} \in \mathbb{R}^{p}}{\operatorname{argmin}}\left\{\widehat{Q}_{h}(\boldsymbol{\beta})+\lambda\|\boldsymbol{\beta}\|_{1}\right\}=\underset{\boldsymbol{\beta} \in \mathbb{R}^{p}}{\operatorname{argmin}}\left\{\frac{1}{n} \sum_{i=1}^{n} \ell_{h, \tau}\left(y_{i}-\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}\right)+\lambda\|\boldsymbol{\beta}\|_{1}\right\} . \tag{7}
\end{equation*}
$$

As pointed out by Tan et al. (2022b), the bias of $\widehat{\boldsymbol{\beta}}_{h}$ is composed of two parts: the shrinkage bias induced by $\ell_{1}$ penalty and the smoothing bias caused by SQR loss. After selecting a proper bandwidth, $\widehat{\boldsymbol{\beta}}_{h}$ reaches the same order convergence rate as the $\ell_{1}$-QR estimator $\widehat{\boldsymbol{\beta}}$. Hence the $\ell_{1}$-SQR estimator $\widehat{\boldsymbol{\beta}}_{h}$ is capable of substituting $\widehat{\boldsymbol{\beta}}$ as the key role of debiasing.

### 2.3 Debiasing the $\ell_{1}$-SQR estimator

We debias the $\ell_{1}$-SQR estimator $\widehat{\boldsymbol{\beta}}_{h}$ along the way of Van de Geer et al. (2014). The main idea is to invert the Karush-Kuhn-Tucker (KKT) conditions of (7). Since $\boldsymbol{\beta}_{h}$ is the minimizer of (7), then it satisfies the KKT conditions:

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i}+\lambda \boldsymbol{g}=\mathbf{0}, \tag{8}
\end{equation*}
$$

where $\boldsymbol{g}=\left(g_{1}, \ldots, g_{p}\right)^{\top}$ is a subderivative of $\|\cdot\|_{1}$ at $\widehat{\boldsymbol{\beta}}_{h}$ satisfying $g_{j}=\operatorname{sign}\left(\widehat{\boldsymbol{\beta}}_{h ; j}\right)$ if $\widehat{\boldsymbol{\beta}}_{h ; j} \neq 0$ and otherwise $g_{j} \in[-1,1]$. Here $\widehat{\boldsymbol{\beta}}_{h ; j}$ denotes the $j$-th coordinate of $\widehat{\boldsymbol{\beta}}_{h}$.

For sufficiently large $n, \widehat{\boldsymbol{\beta}}_{h}$ is close to $\boldsymbol{\beta}^{*}$, and informally the following arguments hold:

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i} \\
\approx & \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}^{*}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i}+\mathbb{E}\left\{\left[\bar{K}_{h}\left(\boldsymbol{x}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y\right)-\tau\right] \boldsymbol{x}\right\}-\mathbb{E}\left\{\left[\bar{K}_{h}\left(\boldsymbol{x}^{\top} \boldsymbol{\beta}^{*}-y\right)-\tau\right] \boldsymbol{x}\right\} \\
\approx & \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}^{*}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i}+\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)\left(\widehat{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right) \\
: & \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}^{*}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i}+\mathbf{J}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right), \tag{9}
\end{align*}
$$

where $Q_{h}(\boldsymbol{\beta})=\mathbb{E}\left[\widehat{Q}_{h}(\boldsymbol{\beta})\right]$ and $\mathbf{J}_{h}=\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)$, heuristically the first " $\approx$ " is based on the theory of empirical process, and the second " $\approx$ " is deduced from Taylor's expansion. Rearranging (9) leads to

$$
\widehat{\boldsymbol{\beta}}_{h} \approx \boldsymbol{\beta}^{*}+\mathbf{J}_{h}^{-1} \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i}-\mathbf{J}_{h}^{-1} \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}^{*}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i} .
$$

According to the KKT conditions (8), we know that term $\mathbf{J}_{h}^{-1} \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i}=$ $-\lambda \mathbf{J}_{h}^{-1} \boldsymbol{g}$ is essentially the shrinkage bias that needs to be removed from the original $\ell_{1}$-SQR estimator $\widehat{\boldsymbol{\beta}}_{h}$. On the other hand, He et al. (2023) has shown that $\mathbb{E}\left\{\mathbf{J}_{h}^{-1} \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}^{*}\right.\right.\right.$ -$\left.\left.\left.y_{i}\right)-\tau\right] \boldsymbol{x}_{i}\right\}=O\left(h^{2}\right)$, which suggests that the term $\mathbf{J}_{h}^{-1} \frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}^{*}-y_{i}\right)-\tau\right] \boldsymbol{x}_{i}$ is asymptotic negligible whenever $h$ is small. Therefore, we are motivated to define the debiased $\ell_{1}$-SQR estimator as

$$
\begin{equation*}
\widetilde{\boldsymbol{\beta}}_{h}=\widehat{\boldsymbol{\beta}}_{h}+\widehat{\mathbf{W}} \frac{1}{n} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right)\right] \boldsymbol{x}_{i}, \tag{10}
\end{equation*}
$$

in which $\widehat{\mathbf{W}}$ is an estimator of the matrix $\mathbf{J}_{h}^{-1}$.
Under the additional condition that the kernel function $K(\cdot)$ is Lipschitz continuous, He et al. (2023) verified that $\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)=\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}$ is a consistent estimator of $\mathbf{J}_{h}=\mathbb{E}\left[K_{h}\left(\boldsymbol{x}^{\top} \boldsymbol{\beta}^{*}-y\right) \boldsymbol{x} \boldsymbol{x}^{\top}\right]$. As a consequence, we define $\widehat{\mathbf{W}}$ as the approximate inverse of $\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)$ by employing a similar method proposed by Cai et al. (2011). Concretely, $\widehat{\mathbf{W}}$ is the solution to the following optimization problem:

$$
\begin{align*}
\widehat{\mathbf{W}}= & \underset{\mathbf{W} \in \mathbb{R}^{p \times p}}{\operatorname{argmin}}\|\mathbf{W}\|_{1} \\
& \text { s.t. }\left\|\mathbf{W} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right\|_{\infty} \leq \gamma_{n}, \tag{11}
\end{align*}
$$

where $\gamma_{n}$ is a predetermined tuning parameter. In general, $\widehat{\mathbf{W}}$ is not symmetric since there is no symmetry constraint on $\mathbf{W}$ in (11). To enforce the symmetry, $\widehat{\mathbf{W}}=\left(\widehat{b}_{i, j}\right)_{1 \leq i, j \leq p}$ only needs to be further operated as follows. Write $\widehat{\mathbf{W}}_{1}=\left(\widehat{b}_{i, j}^{1}\right)_{1 \leq i, j \leq p}$, which is defined as

$$
\begin{equation*}
\widehat{b}_{i, j}^{1}=\widehat{b}_{j, i}^{1}=\widehat{b}_{i, j} \mathbb{I}\left\{\left|\widehat{b}_{i, j}\right| \leq\left|\widehat{b}_{j, i}\right|\right\}+\widehat{b}_{j, i} \mathbb{I}\left\{\left|\widehat{b}_{i, j}\right|>\left|\widehat{b}_{j, i}\right|\right\} . \tag{12}
\end{equation*}
$$

```
Algorithm 1 Debiased estimator for \(\boldsymbol{\beta}^{*}\) in high-dimensional smoothed quantile regression
Input: Data \(\left\{\left(y_{i}, \boldsymbol{x}_{i}\right)\right\}_{i=1}^{n}\), quantile index \(\tau \in(0,1)\), kernel function \(K(\cdot)\), smoothing band-
    width \(h\), tuning parameters \(\lambda\) and \(\gamma_{n}\).
    1: Let \(\ell_{1}-\mathrm{SQR}\) estimator \(\widehat{\boldsymbol{\beta}}_{h}\) be a solution of the optimization problem:
```

$$
\min _{\boldsymbol{\beta} \in \mathbb{R}^{p}}\left\{\frac{1}{n} \sum_{i=1}^{n} \ell_{h, \tau}\left(y_{i}-\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}\right)+\lambda\|\boldsymbol{\beta}\|_{1}\right\} .
$$

2: Compute

$$
\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)=\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} .
$$

3: Let $\widehat{\mathbf{W}}$ be a solution of the convex program:

$$
\begin{aligned}
\min _{\mathbf{W} \in \mathbb{R}^{p \times p}}\|\mathbf{W}\|_{1} \\
\quad \text { s.t. }\left\|\mathbf{W} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right\|_{\infty} \leq \gamma_{n} .
\end{aligned}
$$

4: Define the debiased $\ell_{1}$-SQR estimator as follows:

$$
\widetilde{\boldsymbol{\beta}}_{h}=\widehat{\boldsymbol{\beta}}_{h}+\widehat{\mathbf{W}} \frac{1}{n} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right)\right] \boldsymbol{x}_{i} .
$$

Output: The debiased $\ell_{1}$-SQR estimator $\widetilde{\boldsymbol{\beta}}_{h}$.

Apparently, $\widehat{\mathbf{W}}_{1}$ is a symmetric matrix. In this work, without loss of generality we assume $\widehat{\mathbf{W}}$ is symmetric and use it in the rest of the paper. Note that there is a fine distinction between (11) and optimization problem (1) in Cai et al. (2011), in which the constraint is imposed on $\left\|\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right) \mathbf{W}-\mathbf{I}\right\|_{\infty}$. Here we write in this way for convenience.

In Algorithm 1, we summarize the details about how to construct the debiased $\ell_{1}$-SQR estimator $\widetilde{\boldsymbol{\beta}}_{h}$. In comparison to the previous debiased $\ell_{1}-\mathrm{QR}$ estimators that originated from $\widehat{\boldsymbol{\beta}}$, our proposed $\widetilde{\boldsymbol{\beta}}_{h}$ is computationally efficient and easier to obtain. On the one hand, $\widetilde{\boldsymbol{\beta}}_{h}$ is established upon the $\ell_{1}$-SQR estimator $\widehat{\boldsymbol{\beta}}_{h}$, which achieves the same statistical accuracy as $\widehat{\boldsymbol{\beta}}$ while greatly improving computational efficiency due to the smoothness of the SQR loss. Fast and efficient algorithms, like widely-used PGD, ADMM and coordinate descent, can be applied to solve the optimization problem (Tan et al., 2022b). A more comprehensive discussion can be found in Man et al. (2022). In that work, the authors introduced a major variant of the local adaptive majorize-minimization (LAMM) algorithm (Fan et al., 2018) for fitting penalized convolution smoothed quantile regression with many different regularization terms. On the other hand, there is no need to estimate the sparsity function separately in the construction of $\widetilde{\boldsymbol{\beta}}_{h}$, since it is already included when approximating the inverse of Hessian. Apart from this, $\widetilde{\boldsymbol{\beta}}_{h}$ works even if the independence between $\boldsymbol{x}$ and $\varepsilon$ is violated. In the subsequent analysis, we first establish the non-asymptotic Bahadur representation of $\widetilde{\boldsymbol{\beta}}_{h}$. Based on this result, we then investigate the high-dimensional inference problems for quantile regression model. For arbitrary linear functional of $\boldsymbol{\beta}^{*}$, we construct
the studentized confidence interval and verify its empirical coverage probability. Testing procedures for both a single variable and a group of variables are explored and provided with theoretical guarantees.

## 3. Statistical analysis

In this section, we provide a complete and in-depth analysis of the debiased $\ell_{1}$-SQR estimator $\widetilde{\boldsymbol{\beta}}_{h}$. According to its construction, we first study the properties of $\widehat{\mathbf{W}}$ and explore the upper bound of $\gamma_{n}$. Then we establish the Bahadur representation of $\widetilde{\boldsymbol{\beta}}_{h}$ from a nonasymptotic viewpoint, which can further be used to validate the asymptotic normality of $\widetilde{\boldsymbol{\beta}}_{h}$. Based on these theoretical results, we construct the confidence intervals for arbitrary linear projection of $\boldsymbol{\beta}^{*}$, from which a pointwise inference for $\beta_{j}^{*}, j \in\{1, \ldots, p\}$ and the subgroup hypothesis testing for $\left\{\beta_{j}^{*}: j \in \mathcal{G} \subset\{1, \ldots, p\}\right\}$ can be directly achieved.

### 3.1 General CLIME estimator $\widehat{\mathbf{W}}$

Before proceeding, we impose some regularity assumptions at first.
Assumption $1 K(\cdot)$ is a kernel function, which is to say $K(\cdot)$ is non-negative, symmetric, and satisfies $\int_{-\infty}^{\infty} K(u) \mathrm{d} u=1$. In this paper, $K(u)$ is assumed to be continuously twice differentiable with uniformly bounded zero-order, first-order and second-order derivatives, i.e., $\kappa_{u}=\sup _{u \in \mathbb{R}} K(u)<\infty, \kappa_{l}=\min _{u \in[-1,1]} K(u)>0, \kappa_{u}^{\prime}=\sup _{u \in \mathbb{R}}\left|K^{\prime}(u)\right|<\infty$, and $\kappa_{u}^{\prime \prime}=\sup _{u \in \mathbb{R}}\left|K^{\prime \prime}(u)\right|<\infty$. Moreover, denote $\kappa_{k}=\int_{-\infty}^{\infty}|u|^{k} K(u) \mathrm{d} u$ for $k \geq 1$.

Assumption 2 There exists some constant $l_{0}>0$ for the conditional density function $f_{\varepsilon \mid \boldsymbol{x}}(\cdot)$ such that $\left|f_{\varepsilon \mid \boldsymbol{x}}\left(u_{1}\right)-f_{\varepsilon \mid \boldsymbol{x}}\left(u_{2}\right)\right| \leq l_{0}\left|u_{1}-u_{2}\right|$ for all $u_{1}, u_{2} \in \mathbb{R}$ almost surely (over $\boldsymbol{x}$ ). Moreover, suppose there exists two constants $\bar{f} \geq £>0$ such that $f_{\varepsilon \mid \boldsymbol{x}}(0) \geq £$ almost surely for all $\boldsymbol{x}$ and $\sup _{u \in \mathbb{R}} f_{\varepsilon \mid \boldsymbol{x}}(u) \leq \bar{f}$.

Assumption 3 The covariate $\boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right)^{\top} \in \mathbb{R}^{p}$ is sub-Gaussian with $\mathbb{E}(\boldsymbol{x})=\mathbf{0}$ and $\boldsymbol{\Sigma}=\mathbb{E}\left(\boldsymbol{x} \boldsymbol{x}^{\boldsymbol{\top}}\right) \succ \mathbf{0}$. That is, there exists $\sigma>0$ (without loss of generality assume $\sigma \geq 1$ ) such that $\mathbb{P}\{|\langle\boldsymbol{u}, \boldsymbol{w}\rangle| \geq \sigma t\} \leq 2 e^{-\frac{t^{2}}{2}}$ for all $\boldsymbol{u} \in \mathbb{S}^{p-1}$ and $t \geq 0$, where $\boldsymbol{w}=\boldsymbol{\Sigma}^{-\frac{1}{2}} \boldsymbol{x}$. Furthermore, the eigenvalues of the covariance matrix $\boldsymbol{\Sigma}$ satisfies $0<\Lambda_{\min } \leq \Lambda_{\min }(\boldsymbol{\Sigma}) \leq 1 \leq \Lambda_{\max }(\boldsymbol{\Sigma}) \leq$ $\Lambda_{\max }<\infty$ and the precision matrix $\boldsymbol{\Sigma}^{-1}$ satisfies $\left\|\boldsymbol{\Sigma}^{-1}\right\|_{L_{1}} \leq M$ for some $\Lambda_{\min }, \Lambda_{\max }$ and M. Besides, denote $\alpha_{\boldsymbol{x}}^{2}=\max _{1 \leq j \leq p} \mathbb{E}\left(x_{j}^{2}\right), m_{k}=\sup _{\boldsymbol{u} \in \mathbb{S}^{p-1}} \mathbb{E}\left(\left|\left\langle\boldsymbol{u}, \boldsymbol{\Sigma}^{-\frac{1}{2}} \boldsymbol{x}\right\rangle\right|^{k}\right), k=1,2, \ldots$, in which $m_{4}<\infty$, and without loss of generality assume $m_{2}=1$ in this work.

Assumption $4 \boldsymbol{\beta}^{*}$ is s-sparse, which means that the cardinality of its support set $\mathcal{S}=\{j$ : $\left.\beta_{j}^{*} \neq 0\right\}$ satisfies $|\mathcal{S}| \leq s \ll n$.

Assumption 1 is the standard condition for kernel function with some additional constraints of its derivatives. The requirement $\kappa_{l}=\min _{u \in[-1,1]} K(u)>0$ is for theoretical simplicity and can be converted to $\min _{u \in[-c, c]} K(u)>0$ for some $c \in(0,1)$ via transformation. Common kernel functions, such as Gaussian kernel, Epanechnikov kernel and logistic kernel, and their rescaled versions satisfy this condition. Assumption 2 imposes regularity conditions on the conditional density function. Such conditions are basic and standard in
the research of quantile regression. Assumption 3 is about the covariate $\boldsymbol{x}$, which is supposed to be from a sub-Gaussian random vector family with zero mean and positive definite covariance matrix. Similar to Cai et al. (2011) and Bradic and Kolar (2017), the $L_{1}$-norm of the precision matrix $\boldsymbol{\Sigma}^{-1}$ is assumed to be bounded, and this helps us to establish the convergence rate associated with $\widehat{\mathbf{W}}$. Besides, the kurtosis of arbitrary linear projection $\left\langle\boldsymbol{u}, \boldsymbol{\Sigma}^{-\frac{1}{2}} \boldsymbol{x}\right\rangle$ is required to be uniformly bounded. Assumption 4 is the hard sparsity condition of $\boldsymbol{\beta}^{*}$, which can be relaxed to a weaker version that allows some coefficients with small elements (Belloni et al., 2019). Under these assumptions, we could directly use the existing properties of $\hat{\boldsymbol{\beta}}_{h}$ to establish theoretical results of $\widetilde{\boldsymbol{\beta}}_{h}$.

For completeness, we restate the non-asymptotic error bounds of $\ell_{1}$-SQR estimator $\widehat{\boldsymbol{\beta}}_{h}$ verified in Tan et al. (2022b) with a slightly different condition on $\boldsymbol{x}$.

Theorem 1 (Theorem 4.1 in Tan et al. (2022b)) Suppose Assumptions 1.4 hold, and the bandwidth $h$ falls into

$$
\max \left(\frac{\alpha_{\boldsymbol{x}}}{f} \sqrt{\frac{s \log p}{n}}, \frac{\alpha_{\boldsymbol{x}}^{2} \bar{f}}{f^{2}} \frac{s \log p}{n}\right) \lesssim h \leq \min \left\{f /\left(2 l_{0}\right),\left(s^{1 / 2} \lambda\right)^{1 / 2}\right\} .
$$

Then, the $\ell_{1}-S Q R$ estimator $\widehat{\boldsymbol{\beta}}_{h}$ with $\lambda \asymp \sigma \alpha_{\boldsymbol{x}} \sqrt{\tau(1-\tau) \log p / n}$ satisfies the bounds

$$
\begin{equation*}
\left\|\widehat{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right\|_{2} \leq C_{1} f^{-1} s^{1 / 2} \lambda \quad \text { and } \quad\left\|\widehat{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right\|_{1} \leq C_{2} f^{-1} s \lambda \tag{13}
\end{equation*}
$$

with probability at least $1-\frac{1}{p}$, where the constants $C_{1}, C_{2}>0$ depend only on $\left(l_{0}, \sigma, \Lambda_{\min }, \kappa_{l}, \kappa_{2}\right)$.
From Theorem 1 we find that $\ell_{1}$-SQR estimator $\widehat{\boldsymbol{\beta}}_{h}$ reaches the near-minimax rate of convergence whenever $h$ is selected in the specified interval. On the basis of this result, we are devoted to studying the optimization problem (11) and quantifying $\gamma_{n}$. To achieve this target, we need to introduce another assumption on the inverse of the population Hessian $\mathbf{J}_{h}=\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)$.

Assumption 5 There exists some $M^{\prime}>0$ such that $\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}} \leq M^{\prime}$. Moreover, $\mathbf{J}_{h}^{-1}$ := $\left(\widetilde{\boldsymbol{b}}_{1}, \ldots, \widetilde{\boldsymbol{b}}_{p}\right)^{\top}=\left(\widetilde{b}_{i, j}\right)_{1 \leq i, j \leq p}$ is sparse row-wise, i.e., $\max _{1 \leq i \leq p} \sum_{j=1}^{p}\left|\widetilde{b}_{i, j}\right|^{q} \leq c_{n, p}$ for $0 \leq$ $q<1$, where $c_{n, p}$ is positive and bounded away from 0 and allowed to increase as $n$ and $p$ grow.

This assumption requires $\mathbf{J}_{h}^{-1}$ to be sparse both in the sense of $L_{1}$-norm and matrix row space. Similar conditions were considered in the literature on precision matrix estimation and more general inverse Hessian matrix estimation, one can turn to Van de Geer et al. (2014), Belloni et al. (2016), Cai et al. (2016) and Ning and Liu (2017) for more information. In fact, the assumption holds pointwise for $h$. This is because our proposed debiased $\ell_{1^{-}}$ SQR estimator $\widetilde{\boldsymbol{\beta}}_{h}$ is constructed on the basis of $\ell_{1}$-SQR estimator $\widehat{\boldsymbol{\beta}}_{h}$ with some certain bandwidth $h$. As He et al. (2023) and Tan et al. (2022b) mentioned, convolution-type smoothing method is not sensitive to $h$. When $h$ satisfies certain order conditions, the errors of $\ell_{1}$-SQR estimators with different $h$ are almost the same. Hence, we actually select one specific value of $h$ in constructing debiased $\ell_{1}$-SQR estimator and then building up theories thereafter. Back to Assumption 5, here we essentially impose the row-wise sparse
condition for the matrix $\mathbf{J}_{h}^{-1}$ with some certain $h$. Which is to say, the statement holds for specific $h=h(n, p)$. Once ( $n, p$ ) is given, $h$ is determined. This also fits our non-asymptotic framework.

Next, we turn to consider the accuracy bound of $\widehat{\mathbf{W}}$ as an approximation of the inverse of $\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)$. Since $\widehat{\mathbf{W}}$ can be treated as a general case of the CLIME estimator that Cai et al. (2011) proposed for estimating precision matrix, here we extend their method to investigate the properties of $\widehat{\mathbf{W}}$ and summarize these results in Theorem 2.

Theorem 2 Suppose Assumptions 1-5 hold and the bandwidth $h$ satisfies conditions in Theorem 1, with probability at least $1-\frac{4}{p}$, we have the following results:

$$
\begin{equation*}
\|\widehat{\mathbf{W}}\|_{L_{1}} \leq\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}, \quad\left\|\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right\|_{\infty} \lesssim \gamma_{n} \quad \text { and } \quad\left\|\widehat{\mathbf{W}} \nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)-\mathbf{I}\right\|_{\infty} \lesssim \gamma_{n} \tag{14}
\end{equation*}
$$

where $\gamma_{n}=\sqrt{\frac{\log p}{n h}}+\frac{\log p}{n h}+\frac{s^{2} \log p(\log (p \vee n))^{2}}{n h^{3}}+s\left(\sqrt{\frac{\log p \log (p \vee n)}{n h^{2}}}+\sqrt{\frac{(\log p)^{2} \log (p \vee n)}{n^{2} h^{3}}}+\sqrt{\frac{(\log p)^{3} \log (p \vee n)}{n^{3} h^{4}}}\right)$.

As Cai et al. (2011) mentioned that, the convex optimization (11) can be decomposed into $p$ vector minimization problems. Denote $\boldsymbol{e}_{j}$ as the unit vector in $\mathbb{R}^{p}$ with its $j$-th coordinate being 1 and others being 0 . For all $1 \leq j \leq p$, it has been proved that solving (11) is equivalent to solving the following $p$ optimization problems:

$$
\begin{align*}
\widehat{\boldsymbol{b}}_{j}=\underset{\boldsymbol{b} \in \mathbb{R}^{p}}{\operatorname{argmin}}\|\boldsymbol{b}\|_{1} \\
\quad \text { s.t. }\left\|\boldsymbol{b}^{\top} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\boldsymbol{e}_{j}^{\top}\right\|_{\infty} \leq \gamma_{n}, \tag{15}
\end{align*}
$$

and $\widehat{\mathbf{W}}=\left(\widehat{\boldsymbol{b}}_{1}, \ldots, \widehat{\boldsymbol{b}}_{p}\right)^{\top}=\left(\widehat{b}_{i, j}\right)_{1 \leq i, j \leq p}$. Theorem 2 reveals that $\mathbf{J}_{h}^{-1}=\left(\widetilde{b}_{i, j}\right)_{1 \leq i, j \leq p}$ is feasible for (11), which means $\widetilde{\boldsymbol{b}}_{j}$ is feasible for (15). Due to the optimality of $\widehat{\boldsymbol{b}}_{j}$, we know that $\left\|\widehat{\boldsymbol{b}}_{j}\right\|_{1} \leq\left\|\widetilde{\boldsymbol{b}}_{j}\right\|_{1}$ holds for $1 \leq j \leq p$. Hence, motivated by Lemma 7.1 of Cai et al. (2016), the error bound of $\left\|\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right\|_{L_{1}}$ can be obtained and will be applied to the further analysis.

At the end of this part, we provide the upper bound of $\left\|\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right\|_{L_{1}}$, which is crucial for establishing theoretical results afterwards.

Theorem 3 Suppose Assumptions 1-5 hold and the bandwidth $h$ satisfies conditions in Theorem 1, then we have

$$
\begin{equation*}
\left\|\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right\|_{L_{1}} \leq 8 c_{n, p}\left(\gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right)^{1-q} \asymp \gamma_{n}^{1-q} . \tag{16}
\end{equation*}
$$

### 3.2 Bahadur representation

In this part, we investigate the Bahadur representation of $\widetilde{\boldsymbol{\beta}}_{h}$. Different from the setup in He et al. (2023), the error rate of the Bahadur remainder term in this work is provided by allowing both $p$ and $s$ to increase with $n$. Theorems 1,2 and 3 pave way for the establishment of this result.

Denote $\widehat{\boldsymbol{\delta}}_{h}=\widehat{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}$ and $\widehat{\varepsilon}_{i}=\mathrm{r}_{i}\left(\widehat{\boldsymbol{\beta}}_{h}\right)=y_{i}-\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}$, and consider $\ell_{1}$-ball $\mathbb{B}_{1}(r)=\{\boldsymbol{a} \in$ $\left.\mathbb{R}^{p}:\|\boldsymbol{a}\|_{1} \leq r\right\}$. For arbitrary $\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)$, it is easy to see that

$$
\begin{align*}
& \sqrt{n} \boldsymbol{\alpha}^{\top}\left(\widetilde{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right)=\sqrt{n} \boldsymbol{\alpha}^{\top}\left(\widehat{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right)+\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}-y_{i}\right)\right] \boldsymbol{x}_{i} \\
= & \sqrt{n} \boldsymbol{\alpha}^{\top} \widehat{\boldsymbol{\delta}}_{h}+\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}+\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)-\bar{K}_{h}\left(-\widehat{\varepsilon}_{i}\right)\right] \boldsymbol{x}_{i} \\
= & \sqrt{n} \boldsymbol{\alpha}^{\top} \widehat{\boldsymbol{\delta}}_{h}+\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}-\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n} K_{h}\left(\zeta_{i}\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h} \\
= & \frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}+\boldsymbol{\alpha}^{\top}\left(\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i} \\
& -\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n}\left[K_{h}\left(\zeta_{i}\right)-K_{h}\left(-\widehat{\varepsilon}_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}-\sqrt{n} \boldsymbol{\alpha}^{\top}\left(\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right) \widehat{\boldsymbol{\delta}}_{h} \\
:= & \frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}+\left(\Gamma_{1}+\Gamma_{2}+\Gamma_{3}\right), \tag{17}
\end{align*}
$$

where $\zeta_{i}$ is the intermediate value from Taylor's expansion between $-\varepsilon_{i}$ and $-\widehat{\varepsilon}_{i}, \Gamma_{1}=$ $\boldsymbol{\alpha}^{\top}\left(\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}, \Gamma_{2}=\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}$ and $\Gamma_{3}=\sqrt{n} \boldsymbol{\alpha}^{\top}\left(\mathbf{I}-\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)\right) \widehat{\boldsymbol{\delta}}_{h}$. Based on the error bounds of $\widetilde{\boldsymbol{\beta}}_{h}$ and $\widehat{\mathbf{W}}$, the residual terms $\Gamma_{1}, \Gamma_{2}$, and $\Gamma_{3}$ can be well controlled. The following theorem provides the non-asymptotic Bahadur representation for the linear projection of our proposed debiased $\ell_{1}$-SQR estimator $\widetilde{\boldsymbol{\beta}}_{h}$. In the following, all of the results are established under the case of $q=0$, which is one of the most common matrix sparsity assumptions that many works considered. Similar conditions can also be found in Liu and Wang (2017), Cheng et al. (2022), Li et al. (2022) and Tran and Yu (2022) on different topics.

Theorem 4 Suppose Assumptions 1.5 hold, the bandwidth $h$ is required to meet the condition $\left(\frac{s \log p}{n}\right)^{1 / 2} \lesssim h \lesssim\left(\frac{s \log p}{n}\right)^{1 / 4}$, and the sparsity s satisfies $s \lesssim(\log (p \vee n))^{1 / 2}$. Then for any $\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)$, the debiased $\ell_{1}-S Q R$ estimator $\widetilde{\boldsymbol{\beta}}_{h}$ satisfies

$$
\begin{equation*}
\left|\sqrt{n} \boldsymbol{\alpha}^{\top}\left(\widetilde{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right)-\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}\right| \lesssim \frac{r c_{n, p} s^{2}(\log p)^{3 / 2}(\log (p \vee n))^{5 / 2}}{n h^{3}} \tag{18}
\end{equation*}
$$

with probability at least $1-\frac{5}{p}$.
Remark 1 A necessary condition for the Bahadur residual term to be of order $o(1)$ is that $n h^{3} \rightarrow \infty$ as $n \rightarrow \infty$. This suggests a less rigorous bound for the bandwidth $h$ with respect to $n$, i.e., $n^{-1 / 3} \lesssim h \lesssim n^{-1 / 4}$.

Note that the main term of the Bahadur representation in (18) is the same as that of the SQR estimator in He et al. (2023). In fact, He et al. (2023) investigated the SQR
model under the "increasing dimension" regime, in which $p$ is allowed to grow up with $n$ while $p<n$. In their work, the researchers did not impose the sparse condition on $\boldsymbol{\beta}^{*}$. All the theoretical results, such as the Bahadur representation, therein were established based on the SQR estimators without using penalty. While in this work, we focus on the highdimensional setting, where $p$ can be much larger than $n$. The $\ell_{1}-\mathrm{SQR}$ estimator proposed by Tan et al. (2022b) is available for variable selection in this setting, but not directly for inference. The $\ell_{1}$-penalty makes it sparse while introducing a shrinkage bias. On the basis of this penalized estimator, we propose the debiased $\ell_{1}$-SQR estimator and build up a series of theories for it. In other words, the Bahadur representation and other results established in our work extend the corresponding results of the SQR estimator to the high-dimensional sparse scenarios, where the SQR estimator fails to work. Our proposed debiased $\ell_{1}-\mathrm{SQR}$ estimator is designed for statistical inference in the high-dimensional setup. It provides valid inference results for arbitrary parameter, regardless of its signal strength.

### 3.3 Confidence intervals

In this section, we construct the confidence intervals and state the inference results for high-dimensional quantile regression based on our proposed debiased $\ell_{1}$-SQR estimator $\widetilde{\boldsymbol{\beta}}_{h}$. For significance level $\varrho \in(0,1)$, let $z_{1-\varrho}$ be the $1-\varrho$ standard normal percentile point. We focus on the confidence intervals for $\boldsymbol{\alpha}^{\top} \boldsymbol{\beta}^{*}$, from which we can make inference for both a single variable and a subgroup of variables.

According to Theorem 4, an asymptotic ( $1-\varrho) 100 \%$ confidence interval for $\boldsymbol{\alpha}^{\top} \boldsymbol{\beta}^{*}$ is given by

$$
\begin{equation*}
\widehat{\Delta}_{n}=\left[\boldsymbol{\alpha}^{\top} \widetilde{\boldsymbol{\beta}}_{h}-\frac{z_{1-\frac{\varrho}{2}}}{\sqrt{n}} \sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{\alpha}}, \boldsymbol{\alpha}^{\top} \widetilde{\boldsymbol{\beta}}_{h}+\frac{z_{1-\frac{\varrho}{2}}}{\sqrt{n}} \sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{\alpha}}\right] \tag{19}
\end{equation*}
$$

where $\widehat{\boldsymbol{\Sigma}}$ is the sample covariance matrix previously defined. The next theorem provides the theoretical coverage probability of $\widehat{\Delta}_{n}$, which is essentially the Berry-Esseen bound for $\boldsymbol{\alpha}^{\top} \widetilde{\boldsymbol{\beta}}_{h}$.

Theorem 5 Suppose Assumptions 1.5 hold, the bandwidth $h$ is required to meet the condition $\left(\frac{s \log p}{n}\right)^{1 / 2} \lesssim h \lesssim\left(\frac{s \log p}{n}\right)^{1 / 4}$, and the sparsity s satisfies $s \lesssim(\log (p \vee n))^{1 / 2}$. Then for all $\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)$, we have

$$
\begin{align*}
& \sup _{\boldsymbol{\beta}^{*}:\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s} \sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)} \mathbb{P}\left(\boldsymbol{\alpha}^{\top} \boldsymbol{\beta}^{*} \in \widehat{\Delta}_{n}\right) \\
= & 1-\varrho+O\left(\frac{r c_{n, p} s^{2} \log p(\log (p \vee n))^{2}(r+\sqrt{\log p \log (p \vee n)})}{n h^{3}}+r h^{2} \sqrt{n \log (p \vee n)}\right) . \tag{20}
\end{align*}
$$

Theorem 5 indicates that for appropriate choice of bandwidth $h=h(n, p) \rightarrow 0$, the coverage probabilities of $\widehat{\Delta}_{n}$ are close to $1-\varrho$ as $n, p \rightarrow \infty$ subject to some conditions. Whenever $c_{n, p}$ and $r$ are considered fixed, the optimal tradeoff between the two error terms in (20) implicates the selection $h \asymp \frac{s^{2 / 5}(\log p)^{3 / 10}(\log (p \vee n))^{2 / 5}}{n^{3 / 10}}$. After taking $h$ to be selected from the best tradeoff, the error of coverage probability is of order $\frac{s^{4 / 5}(\log p)^{3 / 5}(\log (p \vee n))^{13 / 10}}{n^{1 / 10}}$, which further implicates that the sparsity $s$ and ambient dimension $p$ obey the growth
condition $s^{8}(\log p)^{6}(\log (p \vee n))^{13} \lesssim n$. Specially, for sparse loading vector $\boldsymbol{\alpha}$, (20) sheds light on the construction of the confidence interval for a single variable.
Remark 2 The confidence interval for one coordinate $\beta_{j}^{*}$ is obtained by setting $\boldsymbol{\alpha}=\boldsymbol{e}_{j}$. For all $u \in \mathbb{R}$ and any $j \in\{1, \ldots, p\}$, we have

$$
\begin{equation*}
\sup _{u \in \mathbb{R}}\left|\mathbb{P}\left(\frac{\sqrt{n}\left(\widetilde{\beta}_{h ; j}-\beta_{j}^{*}\right)}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}^{1 / 2}} \leq u\right)-\Phi(u)\right|=o_{\mathbb{P}}(1) \tag{21}
\end{equation*}
$$

where $\widetilde{\beta}_{h ; j}$ is the $j$-th element of $\widetilde{\boldsymbol{\beta}}_{h},[\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}$ is the $(j, j)$-th entry of matrix $\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}$ and $\Phi(\cdot)$ denotes the cumulative distribution function of standard normal random variable $N(0,1)$.
Remark 3 Whenever the sparsity $s$ does not increase with $n$ and $p$, our theoretical results are valid for the high-dimensional setup where $\log p=O\left(n^{c}\right)$ for some $c \in(0,1)$.

### 3.4 Hypothesis testing

Based on the result about confidence intervals for the single variable in (21), now we turn to considering the hypothesis testing problems $H_{0, j}: \beta_{j}^{*}=0$ versus $H_{1, j}: \beta_{j}^{*} \neq 0$ for any $j \in\{1, \ldots, p\}$ and assign $p$-values for these tests. The $p$-value $P_{j}$ for the null hypothesis $H_{0, j}$ is defined as

$$
\begin{equation*}
P_{j}=2\left(1-\Phi\left(\frac{\sqrt{n}\left|\widetilde{\beta}_{h ; j}\right|}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\mathbf{\Sigma}} \widehat{\mathbf{W}}]_{j, j}^{1 / 2}}\right)\right) . \tag{22}
\end{equation*}
$$

According to the procedure of hypothesis testing, we introduce the following decision rule $\widehat{T}_{j}$ based on $P_{j}$ :

$$
\widehat{T}_{j}=\left\{\begin{array}{lll}
1 & \text { if } P_{j} \leq \varrho & \left(\text { reject } H_{0, j}\right)  \tag{23}\\
0 & \text { otherwise } & \left(\text { accept } H_{0, j}\right),
\end{array}\right.
$$

in which $\varrho$ is the predetermined Type I error rate. In general, the quality of the test $\widehat{T}_{j}$ is measured by its significance level $\varrho_{j}$ (probability of Type I error) and statistical power $1-\pi_{j}$ ( $\pi_{j}$ is the probability of Type II error).

For $\beta_{j}^{*} \neq 0$ with sufficiently small absolute value, the null hypothesis $H_{0, j}$ is indistinguishable from $H_{1, j}$. Hence, in this work we enforce that $\left|\beta_{j}^{*}\right|>\mu$ whenever $\beta_{j}^{*} \neq 0$. Analogous to Javanmard and Montanari (2014a) and Javanmard and Montanari (2014b), we adopt the minimax viewpoint and control the performance of the test over all $s$-sparse vectors. Specifically, given a family of decision rules $T_{j}=T_{j, \mathbf{X}}(\boldsymbol{y}): \mathbb{R}^{n} \rightarrow\{0,1\}$ with $\mathbf{X} \in \mathbb{R}^{n \times p}$ and $\boldsymbol{y} \in \mathbb{R}^{n}$, for $\mu>0$, we define

$$
\begin{equation*}
\varrho_{j}(T)=\sup _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(T_{j}=1\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s, \beta_{j}^{*}=0\right\} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{j}(T ; \mu)=\sup _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(T_{j}=0\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s,\left|\beta_{j}^{*}\right| \geq \mu\right\} \tag{25}
\end{equation*}
$$

where $\mathbb{P}_{\boldsymbol{\beta}^{*}}$ is the probability measure induced by $(\mathbf{X}, \boldsymbol{y})$ with respect to the fixed parameter $\boldsymbol{\beta}^{*}$. Actually speaking, for any $s$-sparse parameter with $\beta_{j}^{*}=0$, the probability of false rejection of the null is upper bounded by $\varrho_{j}(T)$. Moreover, if $\boldsymbol{\beta}^{*}$ is $s$-sparse with $\left|\beta_{j}^{*}\right|>\mu$, then $\pi_{j}(T ; \mu)$ is the upper bound of the rate of erroneous detection. Next, we establish the bounds on $\varrho_{j}\left(\widehat{T}_{j}\right)$ and $\pi_{j}\left(\widehat{T}_{j} ; \mu\right)$ and conclude these results in the following theorem.

Theorem 6 Suppose Assumptions 1.5 hold, the bandwidth $h$ is required to meet the condition $\left(\frac{s \log p}{n}\right)^{1 / 2} \lesssim h \lesssim\left(\frac{s \log p}{n}\right)^{1 / 4}$, and the sparsity s satisfies $s \lesssim(\log (p \vee n))^{1 / 2}$. Consider a sequence of design matrices $\mathbf{X} \in \mathbb{R}^{n \times p}$. For any $j \in\{1, \ldots, p\}$ and $\varrho \in[0,1]$, we have the following bounds on the statistical significance and power for testing $H_{0, j}: \beta_{j}^{*}=0$ against the alternative $\left|\beta_{j}^{*}\right| \geq \mu$ :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \varrho_{j}\left(\widehat{T}_{j}\right) \leq \varrho, \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1-\pi_{j}\left(\widehat{T}_{j} ; \mu\right)}{1-\pi_{j}(\mu)} \geq 1, \quad 1-\pi_{j}(\mu)=G\left(\varrho, \frac{\sqrt{n \mathbb{E}\left[K_{h}(\varepsilon)\right]} \mu}{\sqrt{\tau(1-\tau)}\left[\mathbf{J}_{h}^{-1}\right]_{j, j}^{1 / 2}}\right), \tag{27}
\end{equation*}
$$

where, for $\varrho \in[0,1]$ and $u \in(0, \infty)$, the function $G(\varrho, u)$ is defined as follows:

$$
G(\varrho, u)=2-\Phi\left(z_{1-\frac{\varrho}{2}}+u\right)-\Phi\left(z_{1-\frac{\varrho}{2}}-u\right) .
$$

Theorem 6 verifies that Type I error $\varrho_{j}\left(\widehat{T}_{j}\right)$ is uniformly upper bounded by the given significance level $\varrho$, and the statistical power $1-\pi_{j}\left(\widehat{T}_{j} ; \mu\right)$ is at least $1-\pi_{j}(\mu)$. As mentioned in Javanmard and Montanari (2014a), the function $G(\varrho, u)$ is continuous and monotonically increasing with respect to $u$ for fixed $\varrho$. It can be checked that $G(\varrho, 0)=\varrho$, which is the trivial case obtained by randomly rejecting $H_{0, j}$ with probability $\varrho$. Given a target statistical power $1-\pi \in(\varrho, 1), \mu$ is required to satisfy $\mu \geq \frac{c_{\pi}\left[\mathbf{J}_{h}^{-1}\right]_{j, j}^{1 / 2}}{\sqrt{n}}$ for some constant $c_{\pi}$ associated with $\pi$. Moreover, the larger $\mu$ is, the higher the power $1-\pi_{j}\left(\widehat{T}_{j} ; \mu\right)$ achieves.

### 3.5 Simultaneous testing

In this part, we extend the method to test a group of variables $\left\{\beta_{j}^{*}: j \in \mathcal{G} \subset\{1, \ldots, p\}\right\}$. Consider the simplest case that the cardinality of $\mathcal{G}$ is fixed (or increases with a slow rate) as $n, p \rightarrow \infty$. To test the group of hypotheses $\left\{H_{0, j}: \beta_{j}^{*}=0\right\}_{j \in \mathcal{G}}$, here we aim at controlling the following familywise error rate (FWER)

$$
\begin{equation*}
\operatorname{FWER}(T, n)=\sup _{\beta^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s} \mathbb{P}\left\{\exists j \in \mathcal{G}: \beta_{j}^{*}=0, T_{j}=1\right\}, \tag{28}
\end{equation*}
$$

where $T=\left\{T_{j}\right\}_{j \in \mathcal{G}}$ is denoted as the family of tests.
After applying the Bonferroni procedure, we introduce the decision rule $\widehat{T}^{\mathcal{G}}=\left\{\widehat{T}_{j}^{\mathcal{G}}\right\}_{j \in \mathcal{G}}$ as

$$
\widehat{T}_{j}^{\mathcal{G}}=\left\{\begin{array}{lll}
1 & \text { if } P_{j} \leq \varrho /|\mathcal{G}| & \left(\text { reject } H_{0, j}\right),  \tag{29}\\
0 & \text { otherwise } & \left(\text { accept } H_{0, j}\right),
\end{array}\right.
$$

where $P_{j}$ is given as per (22). Then we obtain the familywise error control and conclude such result in the following theorem.

Theorem 7 Suppose Assumptions 1.5 hold, the bandwidth $h$ is required to meet the condition $\left(\frac{s \log p}{n}\right)^{1 / 2} \lesssim h \lesssim\left(\frac{s \log p}{n}\right)^{1 / 4}$, and the sparsity s satisfies $s \lesssim(\log (p \vee n))^{1 / 2}$. Consider a sequence of design matrices $\mathbf{X} \in \mathbb{R}^{n \times p}$. For testing the group of hypotheses $\left\{H_{0, j}: \beta_{j}^{*}=\right.$ $0\}_{j \in \mathcal{G}}$ with fixed cardinality $|\mathcal{G}|$, the familywise error rate of the test $\widehat{T}^{\mathcal{G}}$ is upper bounded as

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \operatorname{FWER}\left(\widehat{T}^{\mathcal{G}}, n\right) \leq \varrho \tag{30}
\end{equation*}
$$

## 4. Simulation experiments

In this section, we provide numerical simulations to illustrate finite sample properties of our proposed debiased $\ell_{1}$-SQR estimator $\widetilde{\boldsymbol{\beta}}_{h}$. Under several different settings, we present the distribution of our test statistic under null hypothesis and the empirical coverage rates of the confidence intervals in (19). Moreover, we also display the empirical distribution function of the $p$-value (22) under the null, which is very similar to the uniform distribution, and the power function of the test as true variable $\beta_{j}^{*}$ varies.

The data are generated from a linear regression model

$$
y_{i}=\boldsymbol{x}_{i}^{\top} \boldsymbol{\beta}^{*}+\varepsilon_{i}, i=1, \ldots, n,
$$

where the covariates $\boldsymbol{x}_{i}=\left(x_{i, 1}, \ldots, x_{i, p}\right)^{\top}$ are sampled from a multivariate normal distribution $N(\mathbf{0}, \boldsymbol{\Sigma})$ with Toeplitz covariance matrix $(\boldsymbol{\Sigma})_{j, k}=\rho^{|j-k|}$ for all $1 \leq j, k \leq p$. The support set of $\boldsymbol{\beta}^{*}$ is $\operatorname{supp}\left(\boldsymbol{\beta}^{*}\right)=\{1,2, \ldots, 10\}$ and the non-zero coefficients are $\beta_{j}^{*}=1-(j-1) / 18$ for $j \in \operatorname{supp}\left(\boldsymbol{\beta}^{*}\right)$. As for the random noise $\varepsilon_{i}$, it follows one of the following three distributions: (1) standard normal distribution $N(0,1)$; (2) $t$-distribution with 1.5 degrees of freedom $t(1.5)$; (3) standard Cauchy distribution Cauchy $(0,1)$. In our simulation experiments, we consider two settings: moderate one with $(n, p)=(500,500)$ and high-dimensional one with $(n, p)=(500,1000)$. The Gaussian kernel is applied with the bandwidth parameter $h$ being $\max \left\{\sqrt{\tau(1-\tau)}(\log p)^{1 / 2} / n^{3 / 10}, 0.05\right\}$. As mentioned in Tan et al. (2022b), the estimated results are insensitive to the choice of bandwidth as long as it is in a proper range. Besides, tunning parameters $\gamma_{n}$ and $\lambda$ are selected by cross-validation. In this work, the quantile level $\tau$ is either 0.4 or 0.7 , and the Toeplitz matrix coefficient $\rho$ is fixed at 0.1 and 0.5 . Empirical coverage rates of constructed confidence intervals are reported over 1000 independent replications.

Let $\boldsymbol{z}=\left(z_{1}, \ldots, z_{p}\right)^{\top}$ denote the vector with $z_{j}=\frac{\sqrt{n}\left(\widetilde{\beta}_{h ; j}-\beta_{j}^{*}\right)}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\mathbf{\Sigma}}]_{j, j}^{1 / 2}}$. In Figures 1 , 2 and 3 , we present the distribution of $z_{j}(j \in\{1,10,20\})$ under null hypothesis under various settings. From these histograms we find that $z_{j}$ is very close to the standard normal random variable regardless of the type of noise, even if the stochastic error is from an extremely heavy tailed family. Our test statistics perform uniformly well for both large and small signal strengths. Additionally, Q-Q plots in Figures 4,5 and 6 show the relationship between the sample quantiles of $z_{j}$ and the quantiles of the standard normal distribution for one realization. The scattered points are close to the line $y=x$, which also confirms the asymptotic normality of $\boldsymbol{z}$.

Table 1 summarizes the empirical coverage rates of the $95 \%$ confidence intervals induced by $\widetilde{\boldsymbol{\beta}}_{h}$ under various settings. Overall, the coverage rates match relatively well to the preassigned level, as expected from our theoretical results. For most setups, our proposed


Figure 1: Histograms of $\left(\tau(1-\tau)[\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}\right)^{-1 / 2} \cdot \sqrt{n}\left(\widetilde{\beta}_{h ; j}-\beta_{j}^{*}\right)$ under $N(0,1), t(1.5)$ and $\operatorname{Cauchy}(0,1)$ noises with $(n, p, \tau, \rho)=(500,500,0.7,0.1)$. The red curve depicts the probability density function of standard normal random variable.
debiased $\ell_{1}$-SQR estimator creates confidence intervals with approximately $95 \%$ coverage. The parameters of medium signal strength ( $\beta_{10}$ in table) can be covered by such confidence intervals with somewhat lower probability around $90 \%$ in some scenarios, which is consistent with the descriptions in many previous articles about variable selection. Moreover, it can be found that the empirical coverage rates for $(n, p)=(500,1000)$ are larger than those for $(n, p)=(500,500)$. This manifests that our proposed testing procedure has great potential in high-dimensional settings.

Figures 7, 8 and 9 exhibit the empirical cumulative distribution functions (CDF) of the $p$-values of $z_{j}$ restricted to the variables outside the support. We observe that the $p$-values


Figure 2: Histograms of $\left(\tau(1-\tau)[\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}\right)^{-1 / 2} \cdot \sqrt{n}\left(\widetilde{\beta}_{h ; j}-\beta_{j}^{*}\right)$ under $N(0,1), t(1.5)$ and $\operatorname{Cauch}(0,1)$ noises with $(n, p, \tau, \rho)=(500,500,0.7,0.5)$. The red curve depicts the probability density function of standard normal random variable.
for these entries are uniformly distributed as theoretically suggested. Compared to $N(0,1)$ noise setup, the empirical CDF of $p$-value is disturbed by the heavy-tailed noises to some extent.

Furthermore, we present a power curve for testing the null hypothesis $H_{0}: \beta_{1}=0$. For different quantile level $\tau$ and Toeplitz matrix coefficient $\rho$, the associated results are included in Figure 10. As can be seen from the figure, the test reaches power in a small range of origin for all of the settings. Compared to the curve under $N(0,1)$ noise, the power curves under heavy-tailed noises are relatively backward.


Figure 3: Histograms of $\left(\tau(1-\tau)[\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}\right)^{-1 / 2} \cdot \sqrt{n}\left(\widetilde{\beta}_{h ; j}-\beta_{j}^{*}\right)$ under $N(0,1), t(1.5)$ and $\operatorname{Cauch}(0,1)$ noises with $(n, p, \tau, \rho)=(500,1000,0.7,0.1)$. The red curve depicts the probability density function of standard normal random variable.

## 5. Real data

For an example of real data, we consider the famous genomic dataset about riboflavin (vitamin $B_{2}$ ) production rate, which is first made publicly available by Bühlmann et al. (2014). This dataset contains $n=71$ samples and $p=4088$ covariates that measure the logarithm of the expression level of 4088 genes. For each sample, there is a single real-valued response variable that represents the logarithm of the riboflavin production rate.

Many previous works modeled the riboflavin production rate as a linear regression and applied Lasso method to select important genes. Both of Bühlmann et al. (2014) and Javan-


Figure 4: Q-Q plots of $\boldsymbol{z}$ for one realization under $N(0,1), t(1.5)$ and $\operatorname{Cauchy}(0,1)$ noises with $(n, p, \tau, \rho)=(500,500,0.7,0.1)$.
mard and Montanari (2014a) picked out 30 genes corresponding to the nonzero parameters of the Lasso estimators. Then different methods have been implemented to further refine the search for crucial genes after variable selection. Among these articles, researchers only found two significant genes YXLD-at and YXLE-at to the best of our knowledge.


Figure 5: Q-Q plots of $\boldsymbol{z}$ for one realization under $N(0,1), t(1.5)$ and $\operatorname{Cauchy}(0,1)$ noises with $(n, p, \tau, \rho)=(500,500,0.7,0.5)$.

In our experiment, we model the riboflavin production rate as a quantile regression and use $\ell_{1}-\mathrm{SQR}$ to make variable selection at first. The bandwidth $h$ is chosen to be 0.3 and the tunning parameter $\lambda$ is selected by cross-validation. Implementing such procedures also picks out 30 genes, which are not exactly the same as those selected by Bühlmann et al. (2014) and Javanmard and Montanari (2014a). After that, we compute $p$-values for


Figure 6: Q-Q plots of $\boldsymbol{z}$ for one realization under $N(0,1), t(1.5)$ and $\operatorname{Cauchy}(0,1)$ noises with $(n, p, \tau, \rho)=(500,1000,0.7,0.1)$.
different genes based on formula (22), in which the tunning parameter $\gamma_{n}$ is set to be 0.05 , and adjust FWER to $5 \%$. The smallest $5 p$-values for genes are presented in Table 2. At the quantile levels $\tau \in\{0.1,0.2,0.3\}$, we all observe that our method successfully selects a new gene YOAB-at, which is one of the 30 genes that Bühlmann et al. (2014) and Javanmard and Montanari (2014a) found via Lasso but failed to pick out in the end. Along the route

Table 1: Empirical coverage rates with sample size $n=500$

| $p$ | $\tau$ | $\rho$ | distribution | $\beta_{1}$ | $\beta_{10}$ | $\beta_{20}$ | $\beta_{100}$ | $\beta_{200}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | 0.7 | 0.1 | $N(0,1)$ | 0.9250 | 0.9260 | 0.9530 | 0.9560 | 0.9490 |
|  |  |  | $t(1.5)$ | 0.9170 | 0.9220 | 0.9440 | 0.9470 | 0.9460 |
|  |  |  | Cauchy (0, 1) | 0.9110 | 0.9080 | 0.9380 | 0.9350 | 0.9360 |
| 500 | 0.7 | 0.5 | $N(0,1)$ | 0.9190 | 0.9240 | 0.9510 | 0.9480 | 0.9470 |
|  |  |  | $t(1.5)$ | 0.9060 | 0.9020 | 0.9380 | 0.9430 | 0.9350 |
|  |  |  | Cauchy (0, 1) | 0.9030 | 0.8970 | 0.9320 | 0.9360 | 0.9290 |
| 500 | 0.4 | 0.1 | $N(0,1)$ | 0.9350 | 0.9240 | 0.9680 | 0.9670 | 0.9720 |
|  |  |  | $t(1.5)$ | 0.9160 | 0.9160 | 0.9620 | 0.9560 | 0.9590 |
|  |  |  | Cauchy (0, 1) | 0.9120 | 0.9130 | 0.9690 | 0.9640 | 0.9610 |
| 1000 | 0.7 | 0.1 | $N(0,1)$ | 0.9780 | 0.9670 | 0.9820 | 0.9740 | 0.9860 |
|  |  |  | $t(1.5)$ | 0.9650 | 0.9520 | 0.9610 | 0.9660 | 0.9560 |
|  |  |  | Cauchy (0, 1) | 0.9570 | 0.9480 | 0.9580 | 0.9530 | 0.9650 |



Figure 7: Empirical CDF of $p$-values (restricted to the entries out of the support set) for one realization under $N(0,1), t(1.5)$ and $\operatorname{Cauchy}(0,1)$ noises with $(n, p, \tau, \rho)=$ (500, 500, 0.7, 0.1).
of Bayes factor, Garcia-Donato and Steel (2021) also claimed that the gene YOAB-at has a strong effect on the production of riboflavin. This suggests that our debiased $\ell_{1}$-SQR method provides a valid perspective for high-dimensional data analysis. The corresponding codes are provided in the supplementary materials.

## 6. Discussion

In this work, we propose the debiased $\ell_{1}$-SQR estimator and use it to construct confidence intervals and implement hypothesis testing under the high-dimensional quantile regression


Figure 8: Empirical CDF of $p$-values (restricted to the entries out of the support set) for one realization under $N(0,1), t(1.5)$ and $\operatorname{Cauchy}(0,1)$ noises with $(n, p, \tau, \rho)=$ ( $500,500,0.7,0.5$ ).


Figure 9: Empirical CDF of $p$-values (restricted to the entries out of the support set) for one realization under $N(0,1), t(1.5)$ and $\operatorname{Cauchy}(0,1)$ noises with $(n, p, \tau, \rho)=$ (500, 1000, 0.7, 0.1).
framework. By taking advantage of convolution-type smoothing method, $\ell_{1}$-SQR estimate, the vital part of our proposed estimator, can be efficiently obtained via coordinate descent and ADMM-based algorithms. Follow the path of Van de Geer et al. (2014), we then debias the $\ell_{1}$-SQR estimate with the approximate inverse of SQR Hessian matrix. Theoretically, we provide the non-asymptotic Bahadur representation for our debiased $\ell_{1}$-SQR estimator and also the Berry-Esseen bound, which immediately yields the empirical coverage rate for the studentized confidence intervals. Besides, procedures for testing a single variable are designed, and in a minimax perspective we give upper bound of Type I errors and lower bound of statistical powers over a family of sparse vectors. Furthermore, the familywise error rate is guaranteed to be well controlled for the simultaneous testing.


Figure 10: Power curves of testing the null $H_{0}: \beta_{20}=0$ under $N(0,1), t(1.5)$ and $\operatorname{Cauchy}(0,1)$ noises with $(n, p)=(500,500)$.

Table 2: The $p$-values for genes

|  | YOAB-at | LYSC-at | YEZB-at | YURQ-at | PRIA-at |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau=0.1$ | $4.3921 \times 10^{-4}$ | $5.6768 \times 10^{-2}$ | $1.1334 \times 10^{-1}$ | $1.9568 \times 10^{-1}$ | $2.4639 \times 10^{-1}$ |
|  | YOAB-at | YEZB-at | LYSC-at | YYDA-at | YURQ-at |
| $\tau=0.2$ | $6.5066 \times 10^{-4}$ | $2.5527 \times 10^{-1}$ | $3.3260 \times 10^{-1}$ | $3.5554 \times 10^{-1}$ | $3.6481 \times 10^{-1}$ |
|  | YOAB-at | YEBC-at | YHAI-at | LYSC-at | YYDA-at |
| $\tau=0.3$ | $2.7525 \times 10^{-4}$ | $2.0100 \times 10^{-1}$ | $3.2014 \times 10^{-1}$ | $3.7809 \times 10^{-1}$ | $4.0173 \times 10^{-1}$ |

There are several open questions to be addressed. Nowadays individual data is protected by privacy policies and cannot be freely shared across different units. Traditional integrative analysis is no longer an efficient method and even highly challenging in the ultra high dimensional setting. To the best of our knowledge, latest papers are designing $\ell_{1}$-penalized methods to work on this problem. It is of great interest to extend our debiased $\ell_{1}$-SQR method to this field. On the one hand, we would like to design effective methods to test the heterogeneity based on our testing statistic. On the other hand, developing distributed estimator that can accommodate heterogeneity also merits further research. Besides, we implement simultaneous testing for a group of variables by controlling the familywise error rate in this work. It still remains unknown for the large-scale multiple testing of highdimensional quantile regression. In the future, we are committed to exploring FDR and other methods to tackle this problem.
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## Appendix A. Proof of Main Results

In this appendix, we present the proofs of the results in the paper.

Proof of Theorem 1. Following the proof of Theorem 4.1 in Tan et al. (2022b), we first bound the $k$-th $(k \geq 3)$ absolute moments of all the one-dimensional linear projection of $\boldsymbol{w}=\boldsymbol{\Sigma}^{-\frac{1}{2}} \boldsymbol{x}$. Under Assumption 3, we know that $\mathbb{P}\{|\langle\boldsymbol{u}, \boldsymbol{w}\rangle| \geq \sigma t\} \leq 2 e^{-\frac{t^{2}}{2}}$ for all $\boldsymbol{u} \in \mathbb{S}^{p-1}$ and $t \geq 0$. Then for any $k \geq 3$, we have

$$
\begin{align*}
& \mathbb{E}|\langle\boldsymbol{u}, \boldsymbol{w}\rangle|^{k} \\
\leq & \left(\mathbb{E}|\langle\boldsymbol{u}, \boldsymbol{w}\rangle|^{2 k}\right)^{\frac{1}{2}} \\
= & \left(\sigma^{2 k} \cdot 2 k \int_{0}^{\infty} t^{2 k-1} \mathbb{P}(|\langle\boldsymbol{u}, \boldsymbol{w}\rangle| \geq \sigma t) \mathrm{d} t\right)^{\frac{1}{2}} \\
\leq & \left(\sigma^{2 k} \cdot 4 k \int_{0}^{\infty} t^{2 k-1} e^{-\frac{t^{2}}{2}} \mathrm{~d} t\right)^{\frac{1}{2}}=\sigma^{k}\left(2^{k+1} k!\right)^{\frac{1}{2}} \leq 2 \sigma^{k} k!, \tag{A.1}
\end{align*}
$$

where the first inequality follows from the Lyapunov's inequality and the last one is deduced from the fact $\left(2^{k+1} k!\right)^{\frac{1}{2}}=2 \cdot\left(2^{k-1} k!\right)^{\frac{1}{2}} \leq 2 \cdot k!$. With this result, the rest of the proof is similar to that of Theorem 4.1 in Tan et al. (2022b).

Proof of Theorem 2. First, we need to find one feasible solution to the optimization problem (11). In fact, $\mathbf{J}_{h}^{-1}$ is feasible, i.e.,

$$
\begin{equation*}
\left\|\mathbf{J}_{h}^{-1} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right\|_{\infty} \leq \gamma_{n} \tag{A.2}
\end{equation*}
$$

Once we have verified this result, the feasibility of $\widehat{\mathbf{W}}$ immediately implies $\| \widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-$ $\mathbf{I} \|_{\infty} \leq \gamma_{n}$. According to Cai et al. (2011), solving $\widehat{\mathbf{W}}$ can be equivalently transformed into solving $p$ vector minimization problem in (15). Based on this fact, $\widehat{\mathbf{W}}$ can then be established row by row. Moreover, every row vector of $\widehat{\mathbf{W}}$ is also optimal according to the vector minimization problem. Hence, we also have $\|\widehat{\mathbf{W}}\|_{L_{1}}=\max \left\{\left\|\widehat{\boldsymbol{b}}_{1}\right\|_{1}, \ldots,\left\|\widehat{\boldsymbol{b}}_{p}\right\|_{1}\right\}=$ $\left\|\widehat{\boldsymbol{b}}_{k}\right\|_{1} \leq\left\|\widetilde{\boldsymbol{b}}_{k}\right\|_{1} \leq \max \left\{\left\|\widetilde{\boldsymbol{b}}_{1}\right\|_{1}, \ldots,\left\|\widetilde{\boldsymbol{b}}_{p}\right\|_{1}\right\}=\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}$ for some $k$.

Now we are going to verify inequality (A.2). By the definition of the matrix norm, we know that

$$
\left\|\mathbf{J}_{h}^{-1} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right\|_{\infty}=\left\|\mathbf{J}_{h}^{-1}\left(\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{J}_{h}\right)\right\|_{\infty} \leq\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\left\|\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)\right\|_{\infty},
$$

from which the term $\left\|\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)\right\|_{\infty}$ can further be written as

$$
\begin{aligned}
\left\|\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)\right\|_{\infty} & \leq\left\|\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\nabla^{2} \widehat{Q}_{h}\left(\boldsymbol{\beta}^{*}\right)\right\|_{\infty}+\left\|\nabla^{2} \widehat{Q}_{h}\left(\boldsymbol{\beta}^{*}\right)-\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)\right\|_{\infty} \\
& :=U_{1}+U_{2} .
\end{aligned}
$$

Next, we control $U_{1}$ and $U_{2}$ separately. For $U_{2}$, note that

$$
\begin{aligned}
U_{2}=\left\|\nabla^{2} \widehat{Q}_{h}\left(\boldsymbol{\beta}^{*}\right)-\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)\right\|_{\infty} & =\left\|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}-\mathbb{E}\left[K_{h}(-\varepsilon) \boldsymbol{x} \boldsymbol{x}^{\top}\right]\right\|_{\infty} \\
& \leq\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2} \cdot\left\|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right) \boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}-\mathbb{E}\left[K_{h}(-\varepsilon) \boldsymbol{w} \boldsymbol{w}^{\top}\right]\right\|_{\infty} \\
& :=\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2} \cdot\left\|\frac{1}{n} \sum_{i=1}^{n}(1-\mathbb{E}) \phi_{i} \boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}\right\|_{\infty}
\end{aligned}
$$

where $\boldsymbol{w}_{i}=\boldsymbol{\Sigma}^{-\frac{1}{2}} \boldsymbol{x}_{i}$ and $\phi_{i}=K_{h}\left(-\varepsilon_{i}\right)$. It is easy to verify that $\left|\phi_{i}\right| \leq \frac{\kappa_{u}}{h}$ and

$$
\mathbb{E}\left(\phi_{i}^{2} \mid \boldsymbol{x}_{i}\right)=\frac{1}{h^{2}} \int_{-\infty}^{\infty} K^{2}\left(-\frac{u}{h}\right) f_{\varepsilon_{i} \mid \boldsymbol{x}_{i}}(u) \mathrm{d} u=\frac{1}{h} \int_{-\infty}^{\infty} K^{2}(v) f_{\varepsilon_{i} \mid \boldsymbol{x}_{i}}(-h v) \mathrm{d} v \leq \frac{\bar{f} \kappa_{u}}{h}
$$

Denote the $j$-th element of $\boldsymbol{w}_{i}$ as $w_{i, j}$. Then for arbitrary pair $(j, k) \in\{1, \ldots, p\} \times\{1, \ldots, p\}$, we bound the higher order moments of $\phi_{i} w_{i, j} w_{i, k}$ by

$$
\mathbb{E}\left|\phi_{i} w_{i, j} w_{i, k}\right|^{m}=\mathbb{E}\left|\phi_{i}\left(\boldsymbol{e}_{j}^{\top} \boldsymbol{w}_{i}\right)\left(\boldsymbol{e}_{k}^{\top} \boldsymbol{w}_{i}\right)\right|^{m} \leq \frac{\bar{f} \kappa_{u}}{h} \cdot\left(\frac{\kappa_{u}}{h}\right)^{m-2} \cdot \mathbb{E}\left|\boldsymbol{e}_{j}^{\top} \boldsymbol{w}_{i}\right|^{m} \cdot \mathbb{E}\left|\boldsymbol{e}_{k}^{\top} \boldsymbol{w}_{i}\right|^{m}
$$

By Lyapunov's inequality,

$$
\left(\mathbb{E}\left|\boldsymbol{e}_{j}^{\top} \boldsymbol{w}_{i}\right|^{m}\right)^{2} \leq \mathbb{E}\left|\boldsymbol{e}_{j}^{\top} \boldsymbol{w}_{i}\right|^{2 m} \leq \sigma^{2 m} \cdot 2 m \int_{0}^{\infty} t^{2 m-1} \mathbb{P}\left(\left|\left\langle\boldsymbol{e}_{j}, \boldsymbol{w}_{i}\right\rangle\right| \geq \sigma t\right) \mathrm{d} t \leq 2^{m+1} \sigma^{2 m} m!
$$

Hence, the Bernstein's condition can be verified as

$$
\mathbb{E}\left|\phi_{i} w_{i, j} w_{i, k}\right|^{m} \leq \frac{m!}{2} \cdot\left(4 \sigma^{2}\right)^{2} \frac{\bar{f} \kappa_{u}}{h} \cdot\left(\frac{2 \sigma^{2} \kappa_{u}}{h}\right)^{m-2}
$$

for $m \geq 2$. Applying Bernstein's inequality and taking union bound over all $p^{2}$ pairs, we obtain that for any $t>0$, the following inequality holds with probability at least $1-2 p^{2} e^{-t}$ :

$$
\begin{equation*}
\left\|\frac{1}{n} \sum_{i=1}^{n}(1-\mathbb{E}) \phi_{i} \boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}\right\|_{\infty}=\max _{1 \leq j, k \leq p}\left|\frac{1}{n} \sum_{i=1}^{n}(1-\mathbb{E}) \phi_{i} w_{i, j} w_{i, k}\right| \leq 2 \sigma^{2}\left(2 \sqrt{2 \bar{f} \kappa_{u} \frac{t}{n h}}+\kappa_{u} \frac{t}{n h}\right) \tag{A.3}
\end{equation*}
$$

Let $t=\log 2+3 \log p$, then it follows that with probability at least $1-\frac{1}{p}$ we have

$$
\begin{equation*}
U_{2} \leq\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2} \cdot\left\|\frac{1}{n} \sum_{i=1}^{n}(1-\mathbb{E}) \phi_{i} \boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}\right\|_{\infty} \leq 8\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2} \sigma^{2}\left(\sqrt{2 \bar{f} \kappa_{u} \frac{\log p}{n h}}+\kappa_{u} \frac{\log p}{n h}\right) \tag{A.4}
\end{equation*}
$$

To bound $U_{1}$, observe that

$$
\begin{aligned}
U_{1} & =\left\|\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\nabla^{2} \widehat{Q}_{h}\left(\boldsymbol{\beta}^{*}\right)\right\|_{\infty} \\
& \leq\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2} \cdot\left\|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right) \boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}-\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right) \boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}\right\|_{\infty},
\end{aligned}
$$

where $\widehat{\varepsilon}_{i}=y_{i}-\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{h}$. By the means of Taylor expansion, we have for arbitrary pair $(j, k) \in\{1, \ldots, p\} \times\{1, \ldots, p\}$,

$$
\begin{align*}
& \left|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right) w_{i, j} w_{i, k}-\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right) w_{i, j} w_{i, k}\right| \\
= & \left|\frac{1}{n} \sum_{i=1}^{n}\left[\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right)\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right)+\frac{1}{2 h^{3}} K^{\prime \prime}\left(\eta_{i}\right)\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right)^{2}\right] w_{i, j} w_{i, k}\right| \\
\leq & \left|\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right)\right|+\left|\frac{1}{2 n h^{3}} \sum_{i=1}^{n} K^{\prime \prime}\left(\eta_{i}\right) w_{i, j} w_{i, k}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right)^{2}\right| \\
:= & J_{1}+J_{2}, \tag{A.5}
\end{align*}
$$

where $\widehat{\boldsymbol{\delta}}_{h}=\widehat{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}$ and $\eta_{i}$ is an intermediate value between $-\widehat{\varepsilon}_{i} / h$ and $-\varepsilon_{i} / h$. Under Assumption $1,\left|K^{\prime \prime}(u)\right| \leq \kappa_{u}^{\prime \prime}$ for any $u \in \mathbb{R}$. Then the union upper bound of $J_{2}$ is

$$
\begin{align*}
\max _{1 \leq j, k \leq p} J_{2} & =\max _{1 \leq j, k \leq p}\left|\frac{1}{2 n h^{3}} \sum_{i=1}^{n} K^{\prime \prime}\left(\eta_{i}\right) w_{i, j} w_{i, k}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right)^{2}\right| \\
& \leq \max _{1 \leq j, k \leq p} \frac{\kappa_{u}^{\prime \prime}}{2 h^{3}}\left|\frac{1}{n} \sum_{i=1}^{n} w_{i, j} w_{i, k}\left(\left\|\boldsymbol{x}_{i}\right\|_{\infty}\left\|\widehat{\boldsymbol{\delta}}_{h}\right\|_{1}\right)^{2}\right| \\
& \left.\leq \frac{\kappa_{u}^{\prime \prime}}{2 h^{3}}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2}\left|\left\|\widehat{\boldsymbol{\delta}}_{h}\right\|_{1}^{2} \cdot \max _{1 \leq i \leq n}\left\|\boldsymbol{w}_{i}\right\|_{\infty}^{2} \cdot \max _{1 \leq j, k \leq p}\right| \frac{1}{n} \sum_{i=1}^{n} w_{i, j} w_{i, k} \right\rvert\, \\
& \leq \frac{\kappa_{u}^{\prime \prime}}{2 h^{3}}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2}\left\|\widehat{\boldsymbol{\delta}}_{h}\right\|_{1}^{2} \cdot \max _{\substack{1 \leq i \leq n \\
1 \leq j \leq p}}\left|w_{i, j}\right|^{4}, \tag{A.6}
\end{align*}
$$

where the first inequality is derived from the Hölder's inequality. The sub-Gaussian nature of $w_{i, j}$ leads to that for every $t>0$,

$$
\begin{equation*}
\mathbb{P}\left(\max _{\substack{1 \leq i \leq n \\ 1 \leq j \leq p}}\left|w_{i, j}\right| \geq t\right) \leq \sum_{i=1}^{n} \sum_{j=1}^{p} \mathbb{P}\left(\left|w_{i, j}\right| \geq t\right) \leq 2 n p e^{-\frac{t^{2}}{2 \sigma^{2}}} \tag{A.7}
\end{equation*}
$$

in which the first inequality follows from the union bound. Setting $t=\sigma \sqrt{2 \log \left(2 n p^{2}\right)}$ and then we have

$$
\begin{equation*}
\max _{\substack{1 \leq i \leq n \\ 1 \leq j \leq p}}\left|w_{i, j}\right| \leq \sigma \sqrt{2 \log \left(2 n p^{2}\right)} \tag{A.8}
\end{equation*}
$$

with probability at least $1-\frac{1}{p}$. Inserting (A.8) and the $\ell_{1}$-norm error bound (13) of $\widehat{\boldsymbol{\delta}}_{h}=$ $\widehat{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}$ into (A.6) yields that the following union upper bound of $J_{2}$ holds with probability at least $1-\frac{2}{p}$,

$$
\begin{equation*}
\max _{1 \leq j, k \leq p} J_{2} \leq \frac{C_{2}^{2} \kappa_{u}^{\prime \prime} s^{2} \lambda^{2}}{2 f^{2} h^{3}}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2} \sigma^{4}\left(2 \log \left(2 n p^{2}\right)\right)^{2} \asymp \frac{s^{2} \log p(\log (p \vee n))^{2}}{n h^{3}} . \tag{A.9}
\end{equation*}
$$

At last, we derive the union upper bound of $J_{1}$. Similar to (A.6), it is easy to obtain that

$$
\begin{align*}
J_{1} & =\left|\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\left(\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right)\right| \\
& \leq\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}} \cdot\left\|\widehat{\boldsymbol{\delta}}_{h}\right\|_{1} \cdot \max _{1 \leq i \leq n}\left\|\boldsymbol{w}_{i}\right\|_{\infty} \cdot\left|\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\right|, \tag{A.10}
\end{align*}
$$

from which the term $\left|\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\right|$ can be further controlled as

$$
\begin{aligned}
& \left|\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\right| \\
\leq & \left|\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}-\mathbb{E}\left[\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\right]\right|+\left|\mathbb{E}\left[\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\right]\right| .
\end{aligned}
$$

Given $\boldsymbol{x}_{i}$, the conditional mean $\mathbb{E}\left[\left.\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) \right\rvert\, \boldsymbol{x}_{i}\right]$ satisfies

$$
\begin{aligned}
\left|\mathbb{E}\left[\left.\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) \right\rvert\, \boldsymbol{x}_{i}\right]\right| & =\frac{1}{h^{2}}\left|\int_{-\infty}^{\infty} K^{\prime}\left(-\frac{u}{h}\right) f_{\varepsilon_{i} \mid \boldsymbol{x}_{i}}(u) \mathrm{d} u\right| \\
& \leq \frac{1}{h} \int_{-\infty}^{\infty}\left|K^{\prime}(v)\right| f_{\varepsilon_{i} \mid \boldsymbol{x}_{i}}(-h v) \mathrm{d} v \leq \frac{2 \bar{f} C_{K}}{h}
\end{aligned}
$$

where $C_{K}=\int_{0}^{\infty}\left|K^{\prime}(v)\right| \mathrm{d} v<\infty$ is the total variation of $K(\cdot)$ on $[0, \infty)$. Hence we have

$$
\begin{align*}
\left|\mathbb{E}\left[\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\right]\right| & \leq\left|\mathbb{E}\left[\left|\mathbb{E}\left[\left.\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) \right\rvert\, \boldsymbol{x}_{i}\right]\right| w_{i, j} w_{i, k}\right]\right| \\
& \leq \frac{2 \bar{f} C_{K}}{h}\left(\mathbb{E}\left(w_{i, j}\right)^{2} \cdot \mathbb{E}\left(w_{i, k}\right)^{2}\right)^{\frac{1}{2}} \leq \frac{8 \bar{f} C_{K} \sigma^{2}}{h} \tag{A.11}
\end{align*}
$$

where the last inequality follows from $\mathbb{E}\left(w_{i, j}\right)^{2} \leq 4 \sigma^{2}$ that has been verified in (A.1). For the centered term $\left|\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}-\mathbb{E}\left[\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\right]\right|$, it can be bounded in a similar way to (A.3). Denote $\xi_{i}=\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right)$, and then under Assumption 1 it can be verified that $\left|\xi_{i}\right| \leq \frac{\kappa_{u}^{\prime}}{h^{2}}$ and

$$
\mathbb{E}\left[\xi_{i}^{2} \mid \boldsymbol{x}_{i}\right]=\frac{1}{h^{4}} \int_{-\infty}^{\infty} K^{\prime 2}\left(-\frac{u}{h}\right) f_{\varepsilon_{i} \mid \boldsymbol{x}_{i}}(u) \mathrm{d} u=\frac{1}{h^{3}} \int_{-\infty}^{\infty} K^{\prime 2}(v) f_{\varepsilon_{i} \mid \boldsymbol{x}_{i}}(-h v) \mathrm{d} v \leq \frac{2 \bar{f} \kappa_{u}^{\prime} C_{K}}{h^{3}} .
$$

Analogously, applying Bernstein's inequality and the union bound, we find that the following inequality holds with probability at least $1-\frac{1}{p}$ :

$$
\begin{align*}
& \max _{1 \leq j, k \leq p}\left|\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}-\mathbb{E}\left[\frac{1}{h^{2}} K^{\prime}\left(-\frac{\varepsilon_{i}}{h}\right) w_{i, j} w_{i, k}\right]\right| \\
\leq & 8 \sigma^{2}\left(2 \sqrt{\bar{f} \kappa_{u}^{\prime} C_{K} \frac{\log p}{n h^{3}}}+\kappa_{u}^{\prime} \frac{\log p}{n h^{2}}\right) . \tag{A.12}
\end{align*}
$$

Combining this bound with (13), (A.8), (A.10) and (A.11) yields that with probability at least $1-\frac{3}{p}$,

$$
\begin{align*}
& \max _{1 \leq j, k \leq p} J_{1} \\
\leq & \frac{8 C_{2} \sigma^{3} s \lambda \sqrt{2 \log \left(2 n p^{2}\right)}}{£}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}\left(\frac{\bar{f} C_{K}}{h}+2 \sqrt{\bar{f} \kappa_{u}^{\prime} C_{K} \frac{\log p}{n h^{3}}}+\kappa_{u}^{\prime} \frac{\log p}{n h^{2}}\right) \\
\asymp & s\left(\sqrt{\frac{\log p \log (p \vee n)}{n h^{2}}}+\sqrt{\frac{(\log p)^{2} \log (p \vee n)}{n^{2} h^{3}}}+\sqrt{\frac{(\log p)^{3} \log (p \vee n)}{n^{3} h^{4}}}\right) . \tag{A.13}
\end{align*}
$$

Consequently, substituting (A.9) and (A.13) into (A.5) leads to that the following upper bound of $U_{1}$
$U_{1} \lesssim \frac{s^{2} \log p(\log (p \vee n))^{2}}{n h^{3}}+s\left(\sqrt{\frac{\log p \log (p \vee n)}{n h^{2}}}+\sqrt{\frac{(\log p)^{2} \log (p \vee n)}{n^{2} h^{3}}}+\sqrt{\frac{(\log p)^{3} \log (p \vee n)}{n^{3} h^{4}}}\right)$
holds with probability at least $1-\frac{3}{p}$.
Finally, with probability at least $1-\frac{4}{p}$ we obtain

$$
\left\|\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)\right\|_{\infty} \lesssim \gamma_{n}
$$

where $\gamma_{n}=\sqrt{\frac{\log p}{n h}}+\frac{\log p}{n h}+\frac{s^{2} \log p(\log (p \vee n))^{2}}{n h^{3}}+s\left(\sqrt{\frac{\log p \log (p \vee n)}{n h^{2}}}+\sqrt{\frac{(\log p)^{2} \log (p \vee n)}{n^{2} h^{3}}}+\sqrt{\frac{(\log p)^{3} \log (p \vee n)}{n^{3} h^{4}}}\right)$.
In addition to this, we also have

$$
\begin{equation*}
\left\|\widehat{\mathbf{W}} \nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)-\mathbf{I}\right\|_{\infty} \leq\left\|\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right\|_{\infty}+\left\|\widehat{\mathbf{W}}\left(\nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\nabla^{2} Q_{h}\left(\boldsymbol{\beta}^{*}\right)\right)\right\|_{\infty} \lesssim \gamma_{n} \tag{A.15}
\end{equation*}
$$

Proof of Theorem 3. Let $\boldsymbol{\theta}_{i}=\widehat{\boldsymbol{b}}_{i}-\widetilde{\boldsymbol{b}}_{i}, \boldsymbol{\theta}_{i}^{u}=\left(\widehat{b}_{i, 1} \mathbb{I}\left\{\left|\widehat{b}_{i, 1}\right| \geq 2 \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\}, \ldots, \widehat{b}_{i, p} \mathbb{I}\left\{\left|\widehat{b}_{i, p}\right| \geq\right.\right.$ $\left.\left.2 \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\}\right)^{\top}-\widetilde{\boldsymbol{b}}_{i}$ and $\boldsymbol{\theta}_{i}^{l}=\boldsymbol{\theta}_{i}-\boldsymbol{\theta}_{i}^{u}$. Then we have

$$
\left\|\widetilde{\boldsymbol{b}}_{i}\right\|_{1}-\left\|\boldsymbol{\theta}_{i}^{u}\right\|_{1}+\left\|\boldsymbol{\theta}_{i}^{l}\right\|_{1} \leq\left\|\widetilde{\boldsymbol{b}}_{i}+\boldsymbol{\theta}_{i}^{u}\right\|_{1}+\left\|\boldsymbol{\theta}_{i}^{l}\right\|_{1}=\left\|\widehat{\boldsymbol{b}}_{i}\right\|_{1} \leq\left\|\widetilde{\boldsymbol{b}}_{i}\right\|_{1},
$$

where the last inequality is according to the optimality of $\widehat{\boldsymbol{b}}_{i}$. Immediately we obtain $\left\|\boldsymbol{\theta}_{i}^{l}\right\|_{1} \leq\left\|\boldsymbol{\theta}_{i}^{u}\right\|_{1}$, and also $\left\|\boldsymbol{\theta}_{i}\right\|_{1} \leq\left\|\boldsymbol{\theta}_{i}^{u}\right\|_{1}+\left\|\boldsymbol{\theta}_{i}^{l}\right\|_{1} \leq 2\left\|\boldsymbol{\theta}_{i}^{u}\right\|_{1}$. Based on the results obtained in Theorem 2, the following arguments hold

$$
\max _{1 \leq i, j \leq p}\left|\widehat{b}_{i, j}-\widetilde{b}_{i, j}\right|=\left\|\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right\|_{\infty} \leq\left\|\widehat{\mathbf{W}} \mathbf{J}_{h}-\mathbf{I}\right\|_{\infty} \cdot\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}} \leq \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}} .
$$

To find the upper bound of $\left\|\boldsymbol{\theta}_{i}^{u}\right\|_{1}$, we note that

$$
\begin{aligned}
\left\|\boldsymbol{\theta}_{i}^{u}\right\|_{1} \leq & \sum_{j=1}^{p}\left|\widehat{b}_{i, j}-\widetilde{b}_{i, j}\right| \mathbb{I}\left\{\left|\widehat{b}_{i, j}\right| \geq 2 \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\}+\sum_{j=1}^{p}\left|\widetilde{b}_{i, j}\right| \mathbb{I}\left\{\left|\widehat{b}_{i, j}\right|<2 \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\} \\
\leq & \sum_{j=1}^{p}\left\|\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right\|_{\infty} \mathbb{I}\left\{\left|\widehat{b}_{i, j}\right| \geq 2 \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}},\left|\widehat{b}_{i, j}-\widetilde{b}_{i, j}\right| \leq \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\} \\
& +\sum_{j=1}^{p}\left|\widetilde{b}_{i, j}\right| \mathbb{I}\left\{\left|\widehat{b}_{i, j}\right|<2 \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}},\left|\widehat{b}_{i, j}-\widetilde{b}_{i, j}\right| \leq \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\} \\
\leq & \sum_{j=1}^{p}\left\|\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right\|_{\infty} \mathbb{I}\left\{\left|\widetilde{b}_{i, j}\right| \geq \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\}+\sum_{j=1}^{p}\left|\widetilde{b}_{i, j}\right| \mathbb{I}\left\{\widetilde{b}_{i, j} \mid<3 \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\} \\
\leq & \sum_{j=1}^{p}\left(\gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right)^{1-q}\left|\widetilde{b}_{i, j}\right|^{q}+\sum_{j=1}^{p}\left(3 \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right)^{1-q}\left|\widetilde{b}_{i, j}\right|^{q} \\
\leq & 4 c_{n, p}\left(\gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right)^{1-q},
\end{aligned}
$$

where we introduced the certain event $\left\{\left|\widehat{b}_{i, j}-\widetilde{b}_{i, j}\right| \leq \gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right\}$ in deriving the second inequality, and the fourth inequality is based on Assumption 5. Therefore, $\left\|\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right\|_{L_{1}}=$ $\max _{1 \leq i \leq p}\left\|\boldsymbol{\theta}_{i}\right\|_{1} \leq 8 c_{n, p}\left(\gamma_{n}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\right)^{1-q} \asymp \gamma_{n}^{1-q}$.

Proof of Theorem 4. First, we derive the union upper bound of $\Gamma_{1}=\boldsymbol{\alpha}^{\top}(\widehat{\mathbf{W}}-$ $\left.\mathbf{J}_{h}^{-1}\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}$. Since $\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)$, then we have

$$
\begin{align*}
& \sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)}\left|\Gamma_{1}\right|=\sup _{\alpha \in \mathbb{B}_{1}(r)}\left|\boldsymbol{\alpha}^{\top}\left(\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}\right| \\
\leq & \sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)}\left\|\left(\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right) \boldsymbol{\alpha}\right\|_{1} \cdot\left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}\right\|_{\infty} \\
\leq & r \sup _{\|\boldsymbol{u}\|_{1} \leq 1}\left\|\left(\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right) \boldsymbol{u}\right\|_{1} \cdot\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]\right| \cdot \max _{1 \leq i \leq n}\left\|\boldsymbol{x}_{i}\right\|_{\infty} \\
\leq & r\left\|\widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1}\right\|_{L_{1}} \cdot\left[\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\tau-\mathbb{E} \bar{K}_{h}(-\varepsilon)\right]\right|+\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)-\mathbb{E} \bar{K}_{h}(-\varepsilon)\right]\right|\right] \cdot \max _{1 \leq i \leq n}\left\|\boldsymbol{x}_{i}\right\|_{\infty} \tag{A.16}
\end{align*}
$$

where the first inequality follows from the Hölder's inequality, and the second inequality is based on the definition of $\boldsymbol{\alpha}$ and the property of $\|\cdot\|_{\infty}$-norm. Applying Hoeffding's inequality for the term $\left|\frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)-\mathbb{E} \bar{K}_{h}(-\varepsilon)\right]\right|$ implies that for any $t \geq 0$,

$$
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)-\mathbb{E} \bar{K}_{h}(-\varepsilon)\right]\right| \geq t\right) \leq 2 e^{-2 n t^{2}}
$$

Let $t=\sqrt{\frac{\log (2 p)}{2 n}}$, then we obtain

$$
\begin{equation*}
\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)-\mathbb{E} \bar{K}_{h}(-\varepsilon)\right]\right| \leq \sqrt{\frac{\log (2 p)}{2}} \tag{A.17}
\end{equation*}
$$

with probability at least $1-\frac{1}{p}$. On the other hand, it can be verified that

$$
\begin{align*}
\mathbb{E}\left[\bar{K}_{h}(-\varepsilon) \mid \boldsymbol{x}\right] & =\int_{-\infty}^{\infty} \bar{K}_{h}\left(-\frac{u}{h}\right) \mathrm{d} F_{\varepsilon \mid \boldsymbol{x}}(u)=-\frac{1}{h} \int_{-\infty}^{\infty} K\left(-\frac{u}{h}\right) F_{\varepsilon \mid \boldsymbol{x}}(u) \mathrm{d} u \\
& =\int_{-\infty}^{\infty} K(v) F_{\varepsilon \mid \boldsymbol{x}}(-h v) \mathrm{d} v=\tau+\int_{-\infty}^{\infty} K(v) \int_{0}^{-h v}\left\{f_{\varepsilon \mid \boldsymbol{x}}(t)-f_{\varepsilon \mid \boldsymbol{x}}(0)\right\} \mathrm{d} t \mathrm{~d} v \tag{A.18}
\end{align*}
$$

from which it follows that $\left|\mathbb{E}\left[\bar{K}_{h}(-\varepsilon) \mid \boldsymbol{x}\right]-\tau\right| \leq \frac{1}{2} l_{0} \kappa_{2} h^{2}$. Consequently,

$$
\begin{equation*}
\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\tau-\mathbb{E} \bar{K}_{h}(-\varepsilon)\right]\right| \leq \sqrt{n} \mathbb{E}\left|\mathbb{E}\left[\bar{K}_{h}(-\varepsilon) \mid \boldsymbol{x}\right]-\tau\right| \leq \frac{1}{2} l_{0} \kappa_{2} \sqrt{n} h^{2} . \tag{A.19}
\end{equation*}
$$

Combining (A.16) with (A.8), (A.15), (A.18) and (A.19) leads to the following union upper bound of $\Gamma_{1}$ holds

$$
\begin{align*}
\sup _{\alpha \in \mathbb{B}_{1}(r)}\left|\Gamma_{1}\right| & \lesssim r c_{n, p} \gamma_{n} \sqrt{2 \log \left(2 n p^{2}\right)}\left(\frac{1}{2} l_{0} \kappa_{2} \sqrt{n} h^{2}+\sqrt{\frac{\log (2 p)}{2}}\right) \\
& \asymp \frac{r c_{n, p} s^{2}(\log p)^{3 / 2}(\log (p \vee n))^{5 / 2}}{n h^{3}} \tag{A.20}
\end{align*}
$$

with probability at least $1-\frac{5}{p}$.
Next, we turn to consider the term $\Gamma_{2}=\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}$. By a similar argument, we get that

$$
\begin{align*}
\sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)}\left|\Gamma_{2}\right| & =\sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)}\left|\frac{1}{\sqrt{n}} \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right| \\
& \leq \sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)}\|\widehat{\mathbf{W}} \boldsymbol{\alpha}\|_{1} \cdot\left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right\|_{\infty} \\
& \leq r\|\widehat{\mathbf{W}}\|_{L_{1}} \cdot\left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right\|_{\infty} \cdot\left\|\widehat{\boldsymbol{\delta}}_{h}\right\|_{1} \tag{A.21}
\end{align*}
$$

in which the last inequality is derived from the fact that $\|\mathbf{A} \boldsymbol{u}\|_{\infty} \leq\|\mathbf{A}\|_{\infty}\|\boldsymbol{u}\|_{1}$ holds for any matrix $\mathbf{A}$ and vector $\boldsymbol{u}$. So we only need to upper bound the term $\| \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-\right.$
$\left.K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \|_{\infty}$. Note that

$$
\begin{gather*}
\left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right\|_{\infty} \leq\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2} \cdot\left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}\right\|_{\infty} \\
\leq\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2} \cdot\left\{\max _{1 \leq j, k \leq p}\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(-\varepsilon_{i}\right)\right] w_{i, j} w_{i, k}\right|\right. \\
\left.\quad+\max _{1 \leq j, k \leq p}\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[K_{h}\left(\zeta_{i}\right)-K_{h}\left(-\varepsilon_{i}\right)\right] w_{i, j} w_{i, k}\right|\right\} \tag{A.22}
\end{gather*}
$$

and $\left|\zeta_{i}-\left(-\varepsilon_{i}\right)\right| \leq\left|\varepsilon_{i}-\widehat{\varepsilon}_{i}\right|=\left|\boldsymbol{x}_{i}^{\top} \widehat{\boldsymbol{\delta}}_{h}\right|$. Therefore, applying (A.5), (A.9) and (A.13) implies

$$
\begin{align*}
& \left\|\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(\zeta_{i}\right)\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right\|_{\infty} \lesssim 2 \sqrt{n}\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2}\left(\max _{1 \leq j, k \leq p} J_{1}+\max _{1 \leq j, k \leq p} J_{2}\right) \\
& \frac{s^{2} \log p(\log (p \vee n))^{2}}{n^{1 / 2} h^{3}}+s\left(\sqrt{\frac{\log p \log (p \vee n)}{h^{2}}}+\sqrt{\frac{(\log p)^{2} \log (p \vee n)}{n h^{3}}}+\sqrt{\frac{(\log p)^{3} \log (p \vee n)}{n^{2} h^{4}}}\right) . \tag{A.23}
\end{align*}
$$

This bound, together with (13) and (A.8), leads to that with probability at least $1-\frac{4}{p}$ we have

$$
\begin{equation*}
\sup _{\alpha \in \mathbb{B}_{1}(r)}\left|\Gamma_{2}\right| \lesssim \frac{r s^{2}(\log p)^{3 / 2}(\log (p \vee n))^{2}}{n h^{3}}+r s \sqrt{\frac{(\log p)^{2} \log (p \vee n)}{n h^{2}}}\left(1+\sqrt{\frac{\log p}{n h}}+\frac{\log p}{n h}\right) . \tag{A.24}
\end{equation*}
$$

It remains to bound $\Gamma_{3}=\sqrt{n} \boldsymbol{\alpha}^{\top}\left(\mathbf{I}-\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)\right) \widehat{\boldsymbol{\delta}}_{h}$. Observe that

$$
\begin{align*}
\sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)}\left|\Gamma_{3}\right| & =\sup _{\alpha \in \mathbb{B}_{1}(r)}\left|\sqrt{n} \boldsymbol{\alpha}^{\top}\left(\mathbf{I}-\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)\right) \widehat{\boldsymbol{\delta}}_{h}\right| \\
& \leq \sqrt{n} \sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)}\|\boldsymbol{\alpha}\|_{1} \cdot\left\|\left(\mathbf{I}-\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)\right) \widehat{\boldsymbol{\delta}}_{h}\right\|_{\infty} \\
& \leq r \sqrt{n}\left\|\mathbf{I}-\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)\right\|_{\infty} \cdot\left\|\widehat{\boldsymbol{\delta}}_{h}\right\|_{1} . \tag{A.25}
\end{align*}
$$

This, combined with (13), (14) and the condition $s \lesssim(\log (p \vee n))^{1 / 2}$, yields that

$$
\begin{equation*}
\sup _{\alpha \in \mathbb{B}_{1}(r)}\left|\Gamma_{3}\right| \lesssim \gamma_{n} r s \sqrt{\log p} \lesssim \frac{r c_{n, p} s^{2}(\log p)^{3 / 2}(\log (p \vee n))^{5 / 2}}{n h^{3}} . \tag{A.26}
\end{equation*}
$$

To sum up, the residual terms are upper bounded with probability at least $1-\frac{5}{p}$, i.e.,

$$
\sup _{\alpha \in \mathbb{B}_{1}(r)}\left|\Gamma_{1}+\Gamma_{2}+\Gamma_{3}\right| \lesssim \frac{r c_{n, p} s^{2}(\log p)^{3 / 2}(\log (p \vee n))^{5 / 2}}{n h^{3}}
$$

Proof of Theorem 5. For arbitrary $\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)$, from (17) we immediately obtain that

$$
\begin{align*}
& \frac{\sqrt{n} \boldsymbol{\alpha}^{\top}\left(\widetilde{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right)}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{\alpha}}} \\
&=\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1}\left[\tau-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right] \boldsymbol{x}_{i}}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}+\frac{\Gamma_{1}+\Gamma_{2}+\Gamma_{3}}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}\right) \cdot \sqrt{\frac{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}{\boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{\alpha}}} \\
&=\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1}\left\{\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right\} \boldsymbol{x}_{i}}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}\right. \\
&\left.\quad+\frac{\Gamma_{1}+\Gamma_{2}+\Gamma_{3}+\Gamma_{4}}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}\right) \cdot \sqrt{\frac{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}{\boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{\alpha}}}, \tag{A.27}
\end{align*}
$$

where $\Gamma_{4}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1}\left\{\tau-\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]\right\} \boldsymbol{x}_{i}}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}$ and $\mathbb{E}_{\varepsilon_{i}}$ denotes the expectation with respect to the probability measure generated by the random noise $\varepsilon_{i}$.

First, we turn to explore the upper bound of $\Gamma_{4}$. Using a similar argument as in the proof of Theorem 4 yields

$$
\begin{align*}
\left|\Gamma_{4}\right| & \leq \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\left|\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1}\left\{\tau-\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]\right\} \boldsymbol{x}_{i}\right|}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}} \\
& \leq \frac{l_{0} \kappa_{2} h^{2}}{2 \sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}} \cdot \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left|\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{x}_{i}\right| \\
& \leq \frac{\sqrt{n} l_{0} \kappa_{2} h^{2}\|\boldsymbol{\alpha}\|_{1}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}}{2 \sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}} \cdot \max _{1 \leq i \leq n}\left\|\boldsymbol{x}_{i}\right\|_{\infty}, \tag{A.28}
\end{align*}
$$

in which the second inequality is based on the fact $\left|\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]-\tau\right| \leq \frac{1}{2} l_{0} \kappa_{2} h^{2}$ that has been verified beforehand and the last one follows from the Hölder's inequality. To control $\Gamma_{4}$, we still need to investigate the lower bound of $\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}$. After introducing the notation $\widetilde{f}(0)=\mathbb{E}\left[K_{h}(-\varepsilon)\right]$, we note that

$$
\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}-\frac{1}{\widetilde{f}(0)} \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}=\boldsymbol{\alpha}^{\top}\left[\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\widetilde{f}(0)} \mathbf{I}\right] \mathbf{J}_{h}^{-1} \boldsymbol{\alpha} .
$$

Hence,

$$
\begin{align*}
\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha} & \geq \frac{1}{\widetilde{f}(0)} \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}-\left|\boldsymbol{\alpha}^{\top}\left[\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\widetilde{f}(0)} \mathbf{I}\right] \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right| \\
& \geq \frac{1}{\widetilde{f}(0)}\|\boldsymbol{\alpha}\|_{2}^{2} \Lambda_{\max }^{-1}\left(\mathbf{J}_{h}\right)-\left|\boldsymbol{\alpha}^{\top}\left[\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\widetilde{f}(0)} \mathbf{I}\right] \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right| \\
& \geq \frac{1}{2 \widetilde{f}(0) \cdot\left(\bar{f}+l_{0} \kappa_{1} h\right)} \Lambda_{\max }^{-1}(\boldsymbol{\Sigma})-\left|\boldsymbol{\alpha}^{\top}\left[\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\widetilde{f}(0)} \mathbf{I}\right] \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right| \\
& \geq \frac{1}{2\left(\bar{f}+l_{0} \kappa_{1} h\right)^{2}} \Lambda_{\max }^{-1}(\boldsymbol{\Sigma})-\left|\boldsymbol{\alpha}^{\top}\left[\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\widetilde{f}(0)} \mathbf{I}\right] \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right|, \tag{A.29}
\end{align*}
$$

in which the last two inequalities follow from the fact $\widetilde{f}(0) \leq \mathbb{E}\left|\mathbb{E}\left[K_{h}(-\varepsilon) \mid \boldsymbol{x}\right]\right| \leq \bar{f}+l_{0} \kappa_{1} h$ and $\mathbf{J}_{h} \prec 2\left(\bar{f}+l_{0} \kappa_{1} h\right) \boldsymbol{\Sigma}$. The first result can be established by noting that

$$
\begin{aligned}
\mathbb{E}\left[K_{h}(-\varepsilon) \mid \boldsymbol{x}\right] & =\frac{1}{h} \int_{-\infty}^{\infty} K\left(-\frac{u}{h}\right) f_{\varepsilon \mid \boldsymbol{x}}(u) \mathrm{d} u=\int_{-\infty}^{\infty} K(v) f_{\varepsilon \mid \boldsymbol{x}}(-h v) \mathrm{d} v \\
& =f_{\varepsilon \mid \boldsymbol{x}}(0)+\int_{-\infty}^{\infty} K(v)\left\{f_{\varepsilon \mid \boldsymbol{x}}(-h v)-f_{\varepsilon \mid \boldsymbol{x}}(0)\right\} \mathrm{d} v \\
& \leq \bar{f}+\int_{-\infty}^{\infty} K(v)\left|f_{\varepsilon \mid \boldsymbol{x}}(-h v)-f_{\varepsilon \mid \boldsymbol{x}}(0)\right| \mathrm{d} v \\
& \leq \bar{f}+l_{0} \kappa_{1} h
\end{aligned}
$$

where we use the conditions $f_{\varepsilon \mid \boldsymbol{x}}(0) \leq \bar{f}$ and $\left|f_{\varepsilon \mid \boldsymbol{x}}\left(u_{1}\right)-f_{\varepsilon \mid \boldsymbol{x}}\left(u_{2}\right)\right| \leq l_{0}\left|u_{1}-u_{2}\right|$ in Assumption 2 . And the second one is then obtained in the way

$$
\mathbf{J}_{h}=\mathbb{E}\left[K_{h}(-\varepsilon) \boldsymbol{x} \boldsymbol{x}^{\top}\right] \prec \mathbb{E}\left[2\left(\bar{f}+l_{0} \kappa_{1} h\right) \boldsymbol{x} \boldsymbol{x}^{\top}\right]=2\left(\bar{f}+l_{0} \kappa_{1} h\right) \boldsymbol{\Sigma} .
$$

For the term $\left|\boldsymbol{\alpha}^{\top}\left[\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\tilde{f}(0)} \mathbf{I}\right] \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right|$, it can be bounded as

$$
\begin{align*}
& \left|\boldsymbol{\alpha}^{\top}\left[\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\widetilde{f}(0)} \mathbf{I}\right] \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right| \\
\leq & \left|\boldsymbol{\alpha}^{\top}\left(\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right) \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right|+\left|\boldsymbol{\alpha}^{\top}\left(\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\widehat{f}(0)} \mathbf{I}\right) \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right|+\left|\frac{1}{\widehat{f}(0)}-\frac{1}{\widehat{f}(0)}\right| \cdot\left(\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right) \\
\leq & \|\boldsymbol{\alpha}\|_{1}\left\|\left(\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right) \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right\|_{\infty}+\left\|\left(\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}}-\frac{1}{\widehat{f}(0)} \mathbf{I}\right) \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right\|_{\infty}\|\boldsymbol{\alpha}\|_{1} \\
& +\left|\frac{1}{\widehat{f}(0)}-\frac{1}{\widetilde{f}(0)}\right| \cdot\|\boldsymbol{\alpha}\|_{2}^{2} \Lambda_{\min }^{-1}\left(\mathbf{J}_{h}\right) \\
\leq & \left(\left\|\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right\|_{L_{1}}\|\widehat{\boldsymbol{\Sigma}}\|_{\infty}+\left|\frac{1}{\widehat{f}(0)}\right| \cdot\|\widehat{f}(0) \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}}-\mathbf{I}\|_{\infty}\right)\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}\|\boldsymbol{\alpha}\|_{1}^{2} \\
& +\left|\frac{1}{\widehat{f}(0)}-\frac{1}{\widetilde{f}(0)}\right| \cdot\|\boldsymbol{\alpha}\|_{1}^{2} \Lambda_{\min }^{-1}\left(\mathbf{J}_{h}\right) \tag{A.30}
\end{align*}
$$

where the second inequality follows from the Hölder's inequality and $\widehat{f}(0)$ is defined as $\widehat{f}(0)=\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right)$. Consider the term $\widehat{f}(0) \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}}-\mathbf{I}$, it is easy to obtain that

$$
\begin{align*}
\widehat{f}(0) \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}}-\mathbf{I}= & \widehat{\mathbf{W}}\left[\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon_{i}}\right) \widehat{\boldsymbol{\Sigma}}\right]-\mathbf{I} \\
= & \widehat{\mathbf{W}} \frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right) \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}+\widehat{\mathbf{W}} \frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right)\left(\widehat{\boldsymbol{\Sigma}}-\boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right)-\mathbf{I} \\
= & {\left[\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right]+\widehat{\mathbf{W}} \frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(-\varepsilon_{i}\right)\right]\left(\widehat{\boldsymbol{\Sigma}}-\boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right) } \\
& +\widehat{\mathbf{W}} \frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right)\left(\widehat{\boldsymbol{\Sigma}}-\boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right) \\
:= & {\left[\widehat{\mathbf{W}} \nabla^{2} \widehat{Q}_{h}\left(\widehat{\boldsymbol{\beta}}_{h}\right)-\mathbf{I}\right]+\mathbf{R}_{1}+\mathbf{R}_{2} . } \tag{A.31}
\end{align*}
$$

For $\mathbf{R}_{1}$, we have

$$
\begin{align*}
&\left\|\mathbf{R}_{1}\right\|_{\infty}=\left\|\widehat{\mathbf{W}} \frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(-\varepsilon_{i}\right)\right]\left(\widehat{\boldsymbol{\Sigma}}-\boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right)\right\|_{\infty} \\
& \leq\|\widehat{\mathbf{W}}\|_{L_{1}} \cdot\left(\max _{1 \leq j, k \leq p}\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(-\varepsilon_{i}\right)\right] w_{i, j} w_{i, k}\right|\right. \\
&\left.+\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(-\varepsilon_{i}\right)\right]\right|\|\widehat{\boldsymbol{\Sigma}}\|_{\infty}\right) \\
& \leq\|\widehat{\mathbf{W}}\|_{L_{1}} \cdot\left(\max _{1 \leq j, k \leq p}\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(-\varepsilon_{i}\right)\right] w_{i, j} w_{i, k}\right|\right. \\
&\left.+\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\widehat{\varepsilon}_{i}\right)-K_{h}\left(-\varepsilon_{i}\right)\right]\right|\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2}\left\|\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}\right\|_{\infty}\right) . \tag{A.32}
\end{align*}
$$

By Bernstein's inequality and union bound, the following inequality holds

$$
\begin{equation*}
\max _{1 \leq j, k \leq p}\left|\frac{1}{n} \sum_{i=1}^{n} w_{i, j} w_{i, k}-\mathbb{E}\left(w_{i, j} w_{i, k}\right)\right| \leq 8 \sigma^{2}\left(\sqrt{\frac{2 \log p}{n}}+\frac{\log p}{n}\right) \tag{A.33}
\end{equation*}
$$

with probability at least $1-\frac{1}{p}$. This result, along with (A.5) and the fact $\left|\mathbb{E}\left(w_{i, j} w_{i, k}\right)\right| \leq 4 \sigma^{2}$, yields the upper bound
$\left\|\mathbf{R}_{1}\right\|_{\infty} \lesssim \frac{s^{2} \log p(\log (p \vee n))^{2}}{n h^{3}}+s \sqrt{\frac{\log p \log (p \vee n)}{n h^{2}}}\left(1+\sqrt{\frac{\log p}{n h}}+\sqrt{\frac{\log p}{n}}+\frac{\log p}{n h}+\frac{\log p}{n}\right)$.

Turning to $\mathbf{R}_{2}$, note that

$$
\begin{align*}
&\left\|\mathbf{R}_{2}\right\|_{\infty}=\left\|\widehat{\mathbf{W}} \frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right)\left(\widehat{\boldsymbol{\Sigma}}-\boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right)\right\|_{\infty} \\
& \leq\|\widehat{\mathbf{W}}\|_{L_{1}} \cdot\left(\left\|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]\right] \widehat{\boldsymbol{\Sigma}}\right\|_{\infty}+\left\|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]\right] \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top}\right\|_{\infty}\right) \\
& \leq\|\widehat{\mathbf{W}}\|_{L_{1}} \cdot\left(\|\widehat{\boldsymbol{\Sigma}}\|_{\infty}\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]\right]\right|\right. \\
&\left.+\left\|\boldsymbol{\Sigma}^{\frac{1}{2}}\right\|_{L_{1}}^{2}\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]\right]\right| \max _{\substack{1 \leq i \leq n \\
1 \leq j \leq p}}\left|w_{i, j}\right|^{2}\right) \tag{A.35}
\end{align*}
$$

Since $\left|K_{h}(\cdot)\right| \leq \kappa_{u} / h$, then the term $\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]\right]\right|$ can be controlled via Hoeffding's inequality as

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E} K_{h}(-\varepsilon)\right]\right| \leq \sqrt{\frac{\kappa_{u}^{2} \log (2 p)}{2 n h^{2}}} \tag{A.36}
\end{equation*}
$$

with probability at least $1-\frac{1}{p}$. This leads to the following upper bound

$$
\begin{equation*}
\left\|\mathbf{R}_{2}\right\|_{\infty} \lesssim \sqrt{\frac{\log p}{n h^{2}}}\left(\log (p \vee n)+\sqrt{\frac{\log p}{n}}+\frac{\log p}{n}\right) . \tag{A.37}
\end{equation*}
$$

Combining this bound with (14) and (A.34) implies

$$
\begin{equation*}
\|\widehat{f}(0) \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}}-\mathbf{I}\|_{\infty} \lesssim \frac{s^{2} \log p(\log (p \vee n))^{2}}{n h^{3}}+\sqrt{\frac{\log p \log (p \vee n)}{n h^{2}}}(s+\sqrt{\log (p \vee n)}) \tag{A.38}
\end{equation*}
$$

Moreover, with overwhelming probability we have

$$
\begin{align*}
|\widehat{f}(0)| & =\left|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right)\right| \\
& =\left|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right)-\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right)+\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]+\widetilde{f}(0)\right| \\
& \geq \widetilde{f}(0)-\left|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right)-\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right)\right|-\left|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]\right| \\
& \geq £-l_{0} \kappa_{1} h-C_{3} s \sqrt{\frac{\log p \log (p \vee n)}{n h^{2}}}>0 \tag{A.39}
\end{align*}
$$

where $C_{3}$ is some positive constant and the last inequality is based on the fact $\widetilde{f}(0)=$ $\mathbb{E}\left[\mathbb{E}\left[K_{h}(-\varepsilon) \mid \boldsymbol{x}\right]\right] \geq f-l_{0} \kappa_{1} h$. On the other hand,

$$
\begin{align*}
|\widehat{f}(0)-\widetilde{f}(0)| & =\left|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]\right| \\
& \leq\left|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\widehat{\varepsilon}_{i}\right)-\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right)\right|+\left|\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}\left[K_{h}(-\varepsilon)\right]\right| \\
& \leq C_{3} s \sqrt{\frac{\log p \log (p \vee n)}{n h^{2}}} \tag{A.40}
\end{align*}
$$

Therefore, applying this bound with (16), (A.29), (A.30), (A.38), and (A.39), and then we find that

$$
\begin{equation*}
\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha} \geq \frac{1}{2\left(\bar{f}+l_{0} \kappa_{1} h\right)^{2}} \Lambda_{\max }^{-1}(\boldsymbol{\Sigma})-C_{4}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}}^{2}\|\boldsymbol{\alpha}\|_{1}^{2} c_{n, p} \gamma_{n}>0 \tag{A.41}
\end{equation*}
$$

for some constant $C_{4}>0$. Eventually, the union upper bound of $\Gamma_{4}$ can be written as

$$
\begin{equation*}
\sup _{\alpha \in \mathbb{B}_{1}(r)}\left|\Gamma_{4}\right| \lesssim r h^{2} \sqrt{n \log (p \vee n)} . \tag{A.42}
\end{equation*}
$$

Next, we investigate the limit properties of the zero-mean partial sum

$$
S_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1}\left\{\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]-\bar{K}_{h}\left(-\varepsilon_{i}\right)\right\} \boldsymbol{x}_{i}}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}:=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} Z_{i} .
$$

Given $\mathcal{X}=\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{n}$, by the Berry-Esseen inequality (Tyurin (2012)), we have

$$
\begin{equation*}
\sup _{u \in \mathbb{R}}\left|\mathbb{P}\left\{\left.S_{n} \leq \operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}} u \right\rvert\, \mathcal{X}\right\}-\Phi(u)\right| \leq \frac{\sum_{i=1}^{n} \mathbb{E}_{\varepsilon_{i}}\left|Z_{i}\right|^{3}}{2\left(\sum_{i=1}^{n} \mathbb{E}_{\varepsilon_{i}} Z_{i}^{2}\right)^{\frac{3}{2}}}, \tag{A.43}
\end{equation*}
$$

where $\mathbb{E}_{\varepsilon_{i}}$ denotes the expectation with respect to the probability measure generated by the random noise $\varepsilon_{i}$. Especially,

$$
\mathbb{E}_{\varepsilon_{i}} Z_{i}^{2}=\frac{\mathbb{E}_{\varepsilon_{i}}\left\{\bar{K}_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]\right\}^{2}}{\tau(1-\tau)}=\frac{\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)-\tau\right]^{2}-\left\{\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]-\tau\right\}^{2}}{\tau(1-\tau)} .
$$

According to (A.18), it can be seen that $\left|\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]-\tau\right| \leq \frac{1}{2} l_{0} \kappa_{2} h^{2}$. By a change of variable and integration by parts, we note that

$$
\begin{aligned}
& \mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]^{2}=2 \int_{-\infty}^{\infty} \bar{K}(u) K(u) F_{\varepsilon_{i} \mid \boldsymbol{x}_{i}}(-h u) \mathrm{d} u \\
= & \tau-2 h f_{\varepsilon_{i} \mid \boldsymbol{x}_{i}}(0) \int_{-\infty}^{\infty} v \bar{K}(v) K(v) \mathrm{d} v+2 \int_{-\infty}^{\infty} \bar{K}(v) K(v) \int_{0}^{-h v}\left\{f_{\varepsilon \mid \boldsymbol{x}}(t)-f_{\varepsilon \mid \boldsymbol{x}}(0)\right\} \mathrm{d} t \mathrm{~d} v,
\end{aligned}
$$

from which we immediately get that

$$
\begin{equation*}
\tau(1-\tau)-C_{5} h-(1+\tau) l_{0} \kappa_{2} h^{2} \leq \mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)-\tau\right]^{2} \leq \tau(1-\tau)+(1+\tau) l_{0} \kappa_{2} h^{2} \tag{A.44}
\end{equation*}
$$

with $C_{5}=2 \bar{f} \int_{-\infty}^{\infty} v \bar{K}(v) K(v) \mathrm{d} v=2 \bar{f} \int_{0}^{\infty} \bar{K}(v)(1-\bar{K}(v)) \mathrm{d} v>0$. Thus, we obtain $\mathbb{E}_{\varepsilon_{i}} Z_{i}^{2} \leq$ $\frac{\tau(1-\tau)+(1+\tau) l_{0} \kappa_{2} h^{2}}{\tau(1-\tau)}$ and $\mathbb{E}_{\varepsilon_{i}} Z_{i}^{2} \geq \frac{\tau(1-\tau)-C_{5} h-(1+\tau) l_{0} \kappa_{2} h^{2}-\frac{1}{2} l_{0} \kappa_{2} h^{2}}{\tau(1-\tau)}$. In other words, $\mathbb{E}_{\varepsilon_{i}} Z_{i}^{2}=$ $1+O(h)$. For the 3 -rd moment, it can be verified that

$$
\begin{align*}
& \sum_{i=1}^{n} \mathbb{E}_{\varepsilon_{i}}\left|Z_{i}\right|^{3} \\
\leq & \max _{1 \leq i \leq n}\left|\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{x}_{i}\right| \cdot \frac{\sum_{i=1}^{n} \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}{\left(\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right)^{\frac{3}{2}}} \cdot \mathbb{E}_{\varepsilon_{i}}\left|\bar{K}_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]\right|^{3} \\
\leq & 2 n \cdot \max _{1 \leq i \leq n}\left|\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{x}_{i}\right| \cdot(\tau(1-\tau))^{-\frac{3}{2}}\left(\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right)^{-\frac{1}{2}} \cdot \mathbb{E}_{\varepsilon_{i}}\left|\bar{K}_{h}\left(-\varepsilon_{i}\right)-\mathbb{E}_{\varepsilon_{i}}\left[\bar{K}_{h}\left(-\varepsilon_{i}\right)\right]\right|^{2} \\
\leq & 2 n\|\boldsymbol{\alpha}\|_{1}\left\|\mathbf{J}_{h}^{-1}\right\|_{L_{1}} \cdot \max _{1 \leq i \leq n}\left\|\boldsymbol{x}_{i}\right\|_{\infty} \cdot\left(\tau(1-\tau) \boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}\right)^{-\frac{1}{2}} \cdot\left(1+O\left(h^{2}\right)\right) \tag{A.45}
\end{align*}
$$

Consequently, for any $u \in \mathbb{R}$ and $\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)$, we have

$$
\begin{align*}
& \sup _{\substack{u \in \mathbb{R} \\
\alpha \in \mathbb{R}_{1}(r)}}\left|\mathbb{P}\left(S_{n} \leq u\right)-\Phi(u)\right|=\sup _{\substack{u \in \mathbb{R} \\
\alpha \in \mathbb{R}_{1}(r)}}\left|\mathbb{E}\left[\mathbb{P}\left\{S_{n} \leq u \mid \mathcal{X}\right\}-\Phi(u)\right]\right| \\
& \leq \sup _{\substack{u \in \mathbb{R} \\
\alpha \in \mathbb{B}_{1}(r)}} \mathbb{E}\left|\mathbb{P}\left\{\left.S_{n} \leq \operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}} u \right\rvert\, \mathcal{X}\right\}-\Phi\left(\left.\frac{u}{\operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}}} \right\rvert\, \mathcal{X}\right)\right|+\sup _{\substack{u \in \mathbb{R} \\
\alpha \in \mathbb{B}_{1}(r)}} \mathbb{E}\left|\Phi\left(\left.\frac{u}{\operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}}} \right\rvert\, \mathcal{X}\right)-\Phi(u)\right| \\
& \leq \mathbb{E} \sup _{\substack{u \in \mathbb{R} \\
\alpha \in \mathbb{B}_{1}(r)}}\left|\mathbb{P}\left\{\left.S_{n} \leq \operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}} u \right\rvert\, \mathcal{X}\right\}-\Phi\left(\left.\frac{u}{\operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}}} \right\rvert\, \mathcal{X}\right)\right|+\mathbb{E} \sup _{\substack{u \in \mathbb{R} \\
\alpha \in \mathbb{R}_{1}(r)}}\left|\Phi\left(\left.\frac{u}{\operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}}} \right\rvert\, \mathcal{X}\right)-\Phi(u)\right|, \tag{A.46}
\end{align*}
$$

where the second inequality is derived via the properties of the conditional expectation. Putting together (A.41), (A.43), (A.44) and (A.45) leads to that

$$
\begin{align*}
& \mathbb{E} \sup _{\substack{u \in \mathbb{R} \\
\boldsymbol{\alpha} \in \mathbb{R}_{1}(r)}}\left|\mathbb{P}\left\{\left.S_{n} \leq \operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}} u \right\rvert\, \mathcal{X}\right\}-\Phi\left(\left.\frac{u}{\operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}}} \right\rvert\, \mathcal{X}\right)\right| \\
& \leq C_{6} \sup _{\boldsymbol{\alpha} \in \mathbb{B}_{1}(r)}\|\boldsymbol{\alpha}\|_{1} \cdot \frac{\mathbb{E}\left[\max _{1 \leq i \leq n}\left\|\boldsymbol{w}_{i}\right\|_{\infty}\right]}{\sqrt{n}} \lesssim \frac{r \log (p \vee n)}{\sqrt{n}}, \tag{A.47}
\end{align*}
$$

in which $C_{6}$ is some positive constant and the last step follows from the maximal inequality of the sub-Gaussian random variable, i.e., $\mathbb{E}\left[\max _{1 \leq i \leq n}\left\|\boldsymbol{w}_{i}\right\|_{\infty}\right]=\mathbb{E}\left[\max _{\substack{1 \leq i \leq n \\ 1 \leq j \leq p}}\left|w_{i, j}\right|\right] \leq$ $\sigma \sqrt{2 \log (2 n p)}$. Moreover, we have already verified that $\left|\operatorname{Var}\left(S_{n}\right)-1\right|=O(h)$. Then by an application of Lemma A. 7 in the supplement of Spokoiny and Zhilova (2015), for sufficiently small $h$, we have

$$
\begin{equation*}
\mathbb{E} \sup _{\substack{u \in \mathbb{R} \\ \alpha \in \mathbb{R}_{1}(r)}}\left|\Phi\left(\left.\frac{u}{\operatorname{Var}\left(S_{n}\right)^{\frac{1}{2}}} \right\rvert\, \mathcal{X}\right)-\Phi(u)\right| \lesssim h . \tag{A.48}
\end{equation*}
$$

And hence,

$$
\begin{equation*}
\sup _{\substack{u \in \mathbb{R} \\ \alpha \in \mathbb{R}_{1}(r)}}\left|\mathbb{P}\left(S_{n} \leq u\right)-\Phi(u)\right| \lesssim \frac{r \log (p \vee n)}{\sqrt{n}}+h \tag{A.49}
\end{equation*}
$$

To apply Lemma D. 3 in the supplement of Barber and Kolar (2018), we still need to find the upper bound of $\left|\sqrt{\frac{\alpha^{\top} \widehat{W} \widehat{\Sigma} \widehat{W} \alpha}{\alpha^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}-1\right|$. After simple calculation, we have

$$
\begin{equation*}
\left|\sqrt{\frac{\boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{\alpha}}{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}-1\right|=\frac{\left|\frac{\boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{\alpha}}{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}-1\right|}{\sqrt{\frac{\boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\mathbf{\Sigma}} \widehat{\alpha}}{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}}+1} \leq\left|\frac{\boldsymbol{\alpha}^{\top}\left(\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1}\right) \boldsymbol{\alpha}}{\boldsymbol{\alpha}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{\alpha}}\right| . \tag{A.50}
\end{equation*}
$$

For the difference of those two quadratic forms, it is easy to obtain that

$$
\begin{align*}
& \left|\boldsymbol{\alpha}^{\top}\left(\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1}\right) \boldsymbol{\alpha}\right| \\
\leq & \left\|\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}-\mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1}\right\|_{\infty} \cdot\|\boldsymbol{\alpha}\|_{1}^{2} \\
\leq & {\left[\left\|\left(\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right) \widehat{\boldsymbol{\Sigma}}\left(\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right)\right\|_{\infty}+\left\|\left(\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right) \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}\right\|_{\infty}+\left\|\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}}\left(\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right)\right\|_{\infty}\right] \cdot\|\boldsymbol{\alpha}\|_{1}^{2} } \\
\leq & r^{2}\left\|\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right\|_{L_{1}}\|\widehat{\boldsymbol{\Sigma}}\|_{\infty}\left(\left\|\mathbf{J}_{h}^{-1}-\widehat{\mathbf{W}}\right\|_{L_{1}}+2\|\widehat{\mathbf{W}}\|_{\infty}\right) \\
\lesssim & \frac{r^{2} c_{n, p} s^{2} \log p(\log (p \vee n))^{2}}{n h^{3}} . \tag{A.51}
\end{align*}
$$

Finally, putting all pieces together and applying Lemma D. 3 aforementioned, we conclude that with probability approaching 1 the following bound holds

$$
\begin{align*}
& \sup _{\substack{u \in \mathbb{R} \\
\alpha \in \mathbb{B}_{1}(r)}}\left|\mathbb{P}\left(\frac{\sqrt{n} \boldsymbol{\alpha}^{\top}\left(\widetilde{\boldsymbol{\beta}}_{h}-\boldsymbol{\beta}^{*}\right)}{\sqrt{\tau(1-\tau) \boldsymbol{\alpha}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{\alpha}}} \leq u\right)-\Phi(u)\right| \\
\lesssim & \frac{r c_{n, p} s^{2} \log p(\log (p \vee n))^{2}(r+\sqrt{\log p \log (p \vee n)})}{n h^{3}}+r h^{2} \sqrt{n \log (p \vee n)} . \tag{A.52}
\end{align*}
$$

Since the right hand side does not depend on $\boldsymbol{\beta}^{*}$, then the coverage probability (20) follows.

Proof of Theorem 6. At the beginning, we show that $\varrho_{j}\left(\widehat{T}_{j}\right)$ is uniformly upper bounded by $\varrho$. Let $V_{j}=\frac{\sqrt{n}\left(\check{\beta}_{h ; j}-\beta_{j}^{*}\right)}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\mathbf{W}}]_{j, j}^{1 / 2}}$. By the definition of $\varrho_{j}\left(\widehat{T}_{j}\right)$, we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \varrho_{j}\left(\widehat{T}_{j}\right) & =\lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(P_{j} \leq \varrho\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s, \beta_{j}^{*}=0\right\} \\
& =\lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(z_{1-\frac{\varrho}{2}} \leq \frac{\sqrt{n}\left|\widetilde{\beta}_{h ; j}\right|}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\mathbf{\Sigma}} \widehat{\mathbf{W}}]_{j, j}^{1 / 2}}\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s, \beta_{j}^{*}=0\right\} \\
& =\lim _{n \rightarrow \infty} \sup _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(z_{1-\frac{\varrho}{2}} \leq\left|V_{j}\right|\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s\right\} \leq \varrho,
\end{aligned}
$$

in which the last inequality is derived from (21).
Now we turn to establishing the lower bound for the power of test $\widehat{T}_{j}$. According to (A.30) and (A.51), setting $\boldsymbol{\alpha}=\boldsymbol{e}_{j}$ therein and implementing a similar analysis thereafter
yields that for arbitrary $\delta>0$,

$$
\begin{align*}
& \mathbb{P}\left(\boldsymbol{e}_{j}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{e}_{j}-\frac{1}{\widetilde{f}(0)} \boldsymbol{e}_{j}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{e}_{j} \geq \delta\right) \\
\leq & \mathbb{P}\left(\boldsymbol{e}_{j}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{e}_{j}-\boldsymbol{e}_{j}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{e}_{j} \geq \frac{\delta}{2}\right)+\mathbb{P}\left(\boldsymbol{e}_{j}^{\top} \mathbf{J}_{h}^{-1} \widehat{\boldsymbol{\Sigma}} \mathbf{J}_{h}^{-1} \boldsymbol{e}_{j}-\frac{1}{\widetilde{f}(0)} \boldsymbol{e}_{j}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{e}_{j} \geq \frac{\delta}{2}\right) \\
\leq & \frac{C_{7}}{p^{2}} \tag{A.53}
\end{align*}
$$

where $\tilde{f}(0)=\mathbb{E}\left[K_{h}(\varepsilon)\right], C_{7}>0$ is some positive constant and the last inequality follows from a series of exponential inequalities. Therefore, by Borel-Cantelli's lemma we obtain that the following inequality holds almost surely

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left([\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}-\frac{1}{\widetilde{f}(0)}\left[\mathbf{J}_{h}^{-1}\right]_{j, j}\right)=\limsup _{n \rightarrow \infty}\left[\boldsymbol{e}_{j}^{\top} \widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}} \boldsymbol{e}_{j}-\frac{1}{\widetilde{f}(0)} \boldsymbol{e}_{j}^{\top} \mathbf{J}_{h}^{-1} \boldsymbol{e}_{j}\right] \leq 0 \tag{A.54}
\end{equation*}
$$

According to the definition of $\pi_{j}\left(\widehat{T}_{j} ; \mu\right)$, we have

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \frac{1-\pi_{j}\left(\widehat{T}_{j} ; \mu\right)}{1-\pi_{j}(\mu)} \\
= & \liminf _{n \rightarrow \infty} \frac{1}{1-\pi_{j}(\mu)} \inf _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(P_{j} \leq \varrho\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s,\left|\beta_{j}^{*}\right| \geq \mu\right\} \\
= & \liminf _{n \rightarrow \infty} \frac{1}{1-\pi_{j}(\mu)} \inf _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(z_{1-\frac{\varrho}{2}} \leq \frac{\sqrt{n}\left|\widetilde{\beta}_{h ; j}\right|}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}^{1 / 2}}\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s,\left|\beta_{j}^{*}\right| \geq \mu\right\} \\
= & \liminf _{n \rightarrow \infty} \frac{1}{1-\pi_{j}(\mu)} \inf _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(z_{1-\frac{\varrho}{2}} \leq\left|V_{j}+\frac{\sqrt{n} \beta_{j}^{*}}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}^{1 / 2}}\right|\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s,\left|\beta_{j}^{*}\right| \geq \mu\right\} \\
\geq & \liminf _{n \rightarrow \infty} \frac{1}{1-\pi_{j}(\mu)} \inf _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(z_{1-\frac{\varrho}{2}} \leq\left|V_{j}+\frac{\sqrt{n \widetilde{f}(0)} \mu}{\sqrt{\tau(1-\tau)}\left[\mathbf{J}_{h}^{-1}\right]_{j, j}^{1 / 2}}\right|\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s\right\} \\
= & \liminf _{n \rightarrow \infty} \frac{1}{1-\pi_{j}(\mu)} G\left(\varrho, \frac{\sqrt{n \mathbb{E}\left[K_{h}(\varepsilon)\right]} \mu}{\sqrt{\tau(1-\tau)}\left[\mathbf{J}_{h}^{-1}\right]_{j, j}^{1 / 2}}\right)=1, \tag{A.55}
\end{align*}
$$

where the inequality follows from (A.54) and the condition that $\left|\beta_{j}^{*}\right| \geq \mu$.
Proof of Theorem 7. Based on the definition of FWER, we have

$$
\begin{aligned}
& \underset{n \rightarrow \infty}{\limsup } \operatorname{FWER}\left(\widehat{T}^{\mathcal{G}}, n\right) \\
& =\limsup _{n \rightarrow \infty} \sup _{\boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s} \mathbb{P}_{\boldsymbol{\beta}^{*}}\left\{\exists j \in \mathcal{G} \text {, s.t. } z_{1-\frac{e}{2|\mathcal{G}|}} \leq \frac{\sqrt{n}\left|\widetilde{\beta}_{h ; j}\right|}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\boldsymbol{\Sigma}} \widehat{\mathbf{W}}]_{j, j}^{1 / 2}}, \beta_{j}^{*}=0\right\} \\
& \leq \limsup _{n \rightarrow \infty} \sum_{j \in \mathcal{G}} \sup _{\boldsymbol{\beta}^{*}}\left\{\mathbb{P}_{\boldsymbol{\beta}^{*}}\left(z_{1-\frac{e}{2|\mathcal{G}|}} \leq \frac{\sqrt{n}\left|\widetilde{\beta}_{h ; j}\right|}{\sqrt{\tau(1-\tau)}[\widehat{\mathbf{W}} \widehat{\mathbf{\Sigma}} \widehat{\mathbf{W}}]_{j, j}^{1 / 2}}\right): \boldsymbol{\beta}^{*} \in \mathbb{R}^{p},\left\|\boldsymbol{\beta}^{*}\right\|_{0} \leq s, \beta_{j}^{*}=0\right\} \\
& \leq \varrho+|\mathcal{G}| \cdot \limsup _{n \rightarrow \infty} C_{8}\left\{\frac{c_{n, p} s^{2} \log p(\log (p \vee n))^{2} \sqrt{\log p \log (p \vee n)}}{n h^{3}}+h^{2} \sqrt{n \log (p \vee n)}\right\}=\varrho,
\end{aligned}
$$

where the first inequality follows from the Bonferroni's inequality and the second inequality is via (A.52) with some positive constant $C_{8}>0$.
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