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Abstract

We study the Sparse Plus Low-Rank decomposition problem (SLR), which is the problem of
decomposing a corrupted data matrix into a sparse matrix of perturbations plus a low-rank
matrix containing the ground truth. SLR is a fundamental problem in Operations Research
and Machine Learning which arises in various applications, including data compression,
latent semantic indexing, collaborative filtering, and medical imaging. We introduce a novel
formulation for SLR that directly models its underlying discreteness. For this formulation,
we develop an alternating minimization heuristic that computes high-quality solutions and
a novel semidefinite relaxation that provides meaningful bounds for the solutions returned
by our heuristic. We also develop a custom branch-and-bound algorithm that leverages
our heuristic and convex relaxations to solve small instances of SLR to certifiable (near)
optimality. Given an input n-by-n matrix, our heuristic scales to solve instances where
n = 10000 in minutes, our relaxation scales to instances where n = 200 in hours, and our
branch-and-bound algorithm scales to instances where n = 25 in minutes. Our numerical
results demonstrate that our approach outperforms existing state-of-the-art approaches in
terms of rank, sparsity, and mean-square error while maintaining a comparable runtime.

Keywords: Sparsity; Rank; Matrix Decomposition; Convex Relaxation; Branch-and-
bound

1. Introduction

The Sparse Plus Low Rank (SLR) decomposition problem, or the problem of approximately
decomposing a data matrix D ∈ Rn×n into a sparse matrix Y plus a low-rank matrix X,
arises throughout many fundamental applications in Operations Research, Machine Learn-
ing, and Statistics, including collaborative filtering (Recht et al., 2010), medical resonance
imaging (Chen et al., 2017), and economic modeling (Basu et al., 2019) among others.
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Formally, given a target rank k0 and a target sparsity k1, we solve:

min
X,Y ∈Rn×n

‖D −X − Y ‖2F + λ‖X‖2F + µ‖Y ‖2F s.t. Rank(X) ≤ k0, ‖Y ‖0 ≤ k1, (1)

where λ, µ > 0 are parameters that control sensitivity to noise and are to be cross-validated
by minimizing a validation metric (see, e.g., Owen and Perry, 2009) to obtain strong out-
of-sample performance in theory and practice (Bousquet and Elisseeff, 2002).

In SLR decomposition problems, the sparse matrix Y accounts for a small number of
potentially large corruptions in D, while X models the leading principal components of D
after this corruption is removed. This is well justified, because SLR robustifies Principal
Component Analysis (PCA), a leading technique for finding low-rank approximations of
noiseless datasets (Pearson, 1901), which performs poorly in high-dimensional settings and
in the presence of noise (Negahban and Wainwright, 2011). In an opposite direction, SLR
robustly accounts for noise via the sparse matrix Y , while X recovers the uncorrupted
principal component directions of D. Correspondingly, SLR decomposition schemes, which
are also called Robust PCA since at least the work of Candès et al. (2011), are widely
regarded as state-of-the-art approaches for high-dimensional matrix estimation problems
(Chandrasekaran et al., 2011; Negahban and Wainwright, 2011).

Our formulation (1) is also well-justified from an information-theoretic perspective. In-
deed, several authors (Arous et al., 2020; Gamarnik, 2021) have demonstrated for special
cases of Problem (1) that when the ground truth is sparse and/or low-rank, exact sparse
and/or low-rank formulations recover the ground truth at least as accurately as any poly-
nomial time method, and indeed there is a gap between the amount of data required for an
“exact” sparse plus low-rank formulation to recover the ground truth, and the amount of
data required for a polynomial time approach (an Overlap Gap Property Gamarnik, 2021).
A key characteristic of Problem (1) is that it directly employs a sparsity constraint on Y

and a rank constraint on X. These constraints are non-convex, which make (1) a difficult
problem to solve exactly, both in practice—where the best-known exact algorithms cannot
certify optimality beyond n = 10 (Lee and Zou, 2014)—and in theory, where the problem
is NP-hard by reduction from low-rank matrix approximation (Gillis and Glineur, 2011).

In this work, we develop an alternating minimization heuristic and convex relaxation
which collectively provide very small bound gaps for (1) and scale to high-dimensional
settings. Our heuristic scales to n = 10000 in minutes and our convex relaxation scales
to n = 200 in hours. A key feature of the approach is that it leverages the underlying
discreteness of the problem to obtain tight yet computationally cheap lower bounds. We
further demonstrate that the alternating minimization heuristic and convex relaxation can
be embedded within a branch-and-bound tree to solve (1) to certifiable near-optimality for
instances of size up to n = 25.

1.1 Contribution and Structure

The key contributions of the paper are threefold:

• First, from a methodological perspective, we introduce a novel formulation (1) for the
SLR decomposition problem that directly exploits the underlying discreteness of the
problem. Our formulation is inspired by incorporating robustness against adversarial
perturbations in the input data in SLR, which is useful in noisy settings.
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• Second, from an algorithmic perspective, we develop a heuristic that obtains high
quality feasible solutions to Problem (1) in Section 3 and derive a convex relaxation
of (1) that provides high-quality bounds for the solutions returned by our heuristic in
Section 4. We also interpret the convex relaxation as a novel reverse Huber penalty
which penalizes the sparse and low-rank matrices in a convex manner. Further, we
present a branch-and-bound framework that solves (1) to certifiable near-optimality
for small problem instances in Section 5.

• Third, from a computational perspective, we extensively benchmark our proposed
approach. Across a suite of numerical experiments, we demonstrate in Section 6
that our approach outperforms state-of-the-art non-convex methods like AccAltProj,
GoDec and ScaledGD by obtaining sparser and lower rank matrices with a lower mean-
squared error than via prior attempts, in a comparable amount of computational
time. Moreover, our approach scales to successfully solve problem instances with
10000× 10000 matrices.

Notation: We let nonbold face characters such as b denote scalars, lowercase bold-faced
characters such as x denote vectors, uppercase bold-faced characters such as X denote
matrices, and calligraphic uppercase characters such as Z denote sets. We let [n] denote
the set of running indices {1, ..., n} and 〈·, ·〉 denote the Euclidean (Frobenius) inner product
between two vectors (matrices) of the same dimension. We let e denote a vector of all 1’s, 0
denote a vector of all 0’s, and I denote the identity matrix. Finally, we let Sn (Sn+) denote
the cone of n× n symmetric (positive semidefinite) matrices.

2. Literature Review and SLR Formulation Properties

In this section, we judiciously characterize Problem (1) and state-of-the-art approaches
for addressing it. First, in Section 2.1, we cast a deliberate eye over existing attempts
at solving Problem (1) that are currently considered to be state-of-the-art and establish
that these approaches are either heuristics that do not provide performance guarantees or
branch-and-bound methods that do not scale to even moderate problem sizes. Next, in
Section 2.2, we establish several key properties of Problem (1)’s objective function that we
invoke throughout the paper. Further, in Section 2.3, we justify the regularization terms
in our formulation by interpreting our formulation through the lens of robust optimization.
Finally, in Section 2.4, we characterize the conditions under which Problem (1) admits a
reduction to matrix completion, a famous and frequently studied cousin of Problem (1)
which is notoriously computationally challenging (Candes and Plan, 2010).

2.1 Literature Review

In this section, we selectively review several formulations from the literature that have
been employed to solve the sparse plus low-rank decomposition problem and are currently
considered to be state-of-the-art. Most of these approaches are heuristic in nature and do
not provide valid lower bounds to certify the (sub) optimality of the output solution.

2.1.1 Stable Principal Component Pursuit
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Optimizing over low-rank matrices is notoriously computationally challenging in both theory
and practice (Recht et al., 2010; Bertsimas et al., 2022). Accordingly, a popular approach
is to replace the rank and sparsity terms with their nuclear norm and `1 norm surrogates,
as advocated by Chandrasekaran et al. (2011); Candès et al. (2011) among others. In the
presence of noise, this substitution leads to the following formulation, which was originally
proposed by Zhou et al. (2010) and is called Stable Principal Component Pursuit (S-PCP):

min
X,Y ∈Rn×n

‖X‖∗ +
1√
n
‖Y ‖1 +

1

2µ
‖D −X − Y ‖2F . (2)

Problem (2) can either be reformulated as a semidefinite problem over a 2n×2n matrix
as advocated by Candès et al. (2011), solved in the original space using a nonsymmetric
interior point method as proposed by Skajaa and Ye (2015) or solved in a semidefinite free
fashion using an augmented Lagrangian approach as advocated by Yuan and Yang (2013).
Unfortunately, all three approaches require repeatedly performing operations such as a
singular value decomposition or a Newton step, which has an O(n3) or higher time/memory
cost. Correspondingly, all such semidefinite optimization approaches require too much
memory to be successfully implemented in a standard computational environment when
n = 200, at least with current technology (see Majumdar et al., 2020, for a review of the
state-of-the-art in semidefinite optimization). Moreover, these methods are usually only
guaranteed to recover a ground truth model under a mutual incoherence condition (or
similar) on the ground truth (see Tillmann and Pfetsch, 2013, for a review), which implies
that performance guarantees for such semidefinite methods are challenging to obtain indeed.

2.1.2 GoDec

Many existing formulations for SLR employ convex relaxations of the rank function and
the `0 norm function rather than exploiting the inherent discreteness of the problem. An
exception to this pattern is the work of Zhou and Tao (2011), who leverage discreteness to
obtain higher quality solutions to SLR. Their formulation is given by:

min
X,Y ∈Rn×n

‖D −X − Y ‖2F s.t. Rank(X) ≤ k0, ‖Y ‖0 ≤ k1. (3)

Note that (3) differs from (1) by the absence of regularization terms on X and Y . Zhou
and Tao (2011) obtain a feasible solution to (3) by performing alternating minimization on
X, Y . Their algorithm, called GoDec, is similar in structure to the algorithm we develop in
Section 3 to obtain high-quality solutions to Problem (1). In a related direction, Yan et al.
(2015) adopt a similar approach to GoDec in the special case where their design matrix
is taken to be the identity. Kyrillidis and Cevher (2012) adopt a similar formulation as
GoDec, however, they instead minimize the reconstruction error between an observation
vector and a vector-valued linear map of the sum of the low-rank and sparse matrices. In
a somewhat different vein, Zhang and Yang (2018) consider an explicit rank constraint but
not a sparsity constraint and proceed by leveraging manifold optimization techniques.

2.1.3 Low Rank Matrix Parameterization

An extensively studied family of methods parameterizes the low-rank matrix X as X =
UV T where U ,V ∈ Rn×k0 , and performs alternating minimization on U ,V . Originally
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proposed in the context of low-rank semidefinite optimization by Burer and Monteiro (2003,
2005) (see also Jain et al., 2013), it has since evolved into an extensively used and practical
approach for SLR problems (Netrapalli et al., 2014; Chen and Wainwright, 2015; Gu et al.,
2016; Cai et al., 2019). This approach eliminates the rank constraint and can substantially
reduce the number of variables when n� k0 at the expense of introducing non-convexity in
the objective. Remarkably, in many circumstances, the induced non-convexity is benign and
the resulting Burer-Monteiro reformulation can be solved efficiently from both a theoretical
and a practical perspective. We refer readers to Chi et al. (2019) for a detailed overview.

Two important parametrization-based approaches to SLR are Fast RPCA (Yi et al.,
2016) and Scaled Gradient Descent (Tong et al., 2021). In Fast RPCA, after parametrizing
the low-rank matrix, Yi et al. (2016) augment the objective with a regularization term on
the norm of (UTU−V TV ) ∈ Rk0×k0 before performing alternating minimization on U and
V . In an alternate direction, Tong et al. (2021) performs iterative gradient descent updates
on U and V in Scaled Gradient Descent after designing an effective gradient preconditioner
that results in desirable convergence behavior even for ill-conditioned problems. However,
existing performance guarantees for these approaches rely on assumptions on the structure
of the ground truth, such as mutual incoherence, that are difficult to verify without inde-
pendent access to the ground truth or on being initialized within a “basin of attraction”
which similarly is difficult to verify. We point out, however, that one could either use the
dual bounds derived in this paper, or side information such as scoring by humans (e.g.,
in video background separation applications) to provide performance guarantees when the
ground truth is not known.

2.1.4 Branch and Bound

To our knowledge, the only existing work that provides guarantees on the quality of solutions
to Problem (1) is Lee and Zou (2014), who propose a branch-and-bound algorithm for
solving Problem (1) to near-optimality. Specifically, they assume that the spectral norm
of X is bounded from above by β, i.e., β ≥ ‖X‖σ, and invoke the following inequality to
obtain valid lower bounds for each partially specified sparsity pattern (see also Fazel, 2002):

γ

α
‖Y ‖1 +

1

β
‖X‖∗ ≤ γ‖Y ‖0 + Rank(X), (4)

where α ≥ ‖Y ‖∞ is a bound on the `∞ norm of Y , which can either be taken to be equal
to some large fixed constant M (Glover, 1975) or treated as a regularization parameter
(Bertsimas et al., 2021). Unfortunately, while Lee and Zou (2014)’s bound is often reason-
able, it was not developed by taking the convex envelope of an appropriate substructure
of Problem (1), and therefore is not strong enough to solve Problem (1) to optimality at
even small problem sizes (see also Bienstock, 2010, for a related discussion on the weakness
of big-M bounds). Indeed, the authors reported bound gaps but not optimal solutions for
SLR problems when n = 10. Nonetheless, this lower bound is potentially interesting in its
own right, since it demonstrates that the PCP formulation supplies a valid lower bound on
Problem (1) if one is willing to either make a big-M assumption on the spectral norm of
the low-rank matrix or compute a valid M (c.f. Bertsimas et al., 2022, Section 3.5).
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2.2 Objective Function Properties

We now derive several key properties of Problem (1) that we leverage throughout the paper
and present a probabilistic interpretation of (1) which is motivated by Bayesian inference.
Specifically, we establish that (1)’s objective is strongly convex, Lipschitz continuous, and
the Maximum A Posteriori (MAP) estimator of a suitably defined probabilistic model under
a Gaussian prior. Recall that a function f(Z) is said to be strongly convex with parameter
m (m-strongly convex) if the function f(Z)−m

2 ‖Z‖
2
F is convex. Similarly, a function f(Z) is

said to be Lipschitz continuous with constant L (L-Lipschitz) if the function L
2 ‖Z‖

2
F −f(Z)

is convex. Formally, we have the following results (proofs deferred to Appendix A):

Proposition 1 The function f(X,Y ) = ‖D−X −Y ‖2F + λ‖X‖2F +µ‖Y ‖2F is jointly m-
strongly convex in (X,Y ) over Rn×n×Rn×n, i.e., g(X,Y ) = f(X,Y )− m

2 (‖X‖2F +‖Y ‖2F )
is jointly convex in (X,Y ), for m = 2 ·min(λ, µ).

Proposition 2 The function f(X,Y ) = ‖D−X−Y ‖2F +λ‖X‖2F +µ‖Y ‖2F is L-Lipschitz
continuous in (X,Y ) over Rn×n × Rn×n for L = 2 ·max(λ, µ) + 6.

Note that Propositions 1–2 collectively imply that the condition number κ of f(X,Y ) is

κ =
L

m
=

2 ·max(λ, µ) + 6

2 ·min(λ, µ)
. (5)

We now provide a probabilistic interpretation of f(X,Y ). Suppose the data D ∈ Rn×n
are sampled from

D = X + Y + ε, (6)

where X,Y ∈ Rn×n are unknown parameters to be estimated and ε ∈ Rn×n, εij ∼ N(0, σ2)
is i.i.d Gaussian noise with variance σ2. If we adopt independent Gaussian prior beliefs
Xij ∼ N(0, σ2/λ) and Yij ∼ N(0, σ2/µ) over the parameters X,Y , then the Maximum A
Posteriori (MAP) estimate of X,Y after observing D is given by arg minX,Y f(X,Y ).

To see this, note that the posterior probability after observing D is given by

P(X,Y |D) =
P (D|X,Y )P(X)P(Y )

P(D)
∝ P (D|X,Y )P(X)P(Y ). (7)

We can now obtain the MAP estimate by maximizing the posterior probability as follows

arg max
X,Y

P (D|X,Y )P(X)P(Y ) = arg max
X,Y

∏
1≤i,j≤n

e
−(Dij−Xij−Yij)

2

2σ2

σ
√

2π
·
√
λe
−λX2

ij

2σ2

σ
√

2π
·
√
µe
−µY 2

ij

2σ2

σ
√

2π

= arg min
X,Y

‖D −X − Y ‖2F + λ‖X‖2F + µ‖Y ‖2F = arg min
X,Y

f(X,Y )

where the second equality follows by taking a log transformation and multiplying by −2σ2.
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2.3 Equivalence Between Regularization and Robustness

Real-world datasets are replete with inaccurate and missing data values, which prevents
machine-learning models that do not account for these inconsistencies from generalizing
well to unseen data. Accordingly, robustness is a highly desirable attribute for machine
learning models, in both theory and practice (Xu et al., 2009; Bertsimas and den Hertog,
2020). In this section, we demonstrate that our regularized problem (1) is equivalent to
a robust optimization (RO) problem. This result motivates the inclusion of the Frobenius
regularization terms within (1) and verifies that (assuming the hyperparameters in (1) are
correctly cross-validated), regularization improves (1)’s out-of-sample performance.

We remark that our results should not be too surprising to readers familiar with the RO
literature. Indeed, Bertsimas and Copenhaver (2018) have already derived a similar result
for regularized linear regression problems. However, our main result is strictly more general.
Indeed, Bertsimas and Copenhaver (2018) prove that augmenting an `2 loss function with
an `2 regularization penalty is equivalent to solving a RO problem, and conjecture (but do
not prove) that their result can be extended to ordinary least squares regression and ridge
regularization (with `22 rather than `2 penalties). On the other hand, we prove a matrix
analog of their result and generalize their result to the matrix analog of `22 regularization.
Accordingly, this section may be of independent interest to the RO community.

We now connect our work with the work of Bertsimas and Copenhaver (2018) by deriving
a conceptually simple analog of their characterization of the equivalence of regularization
and robustness for sparse plus low-rank problems. This result sheds insight into the nature of
regularization as a robustifying force in Problem (1). Subsequently, we derive an (admittedly
more opaque) characterization of Problem (1) itself as a RO problem.

Formally, we have the following results (proofs deferred to Appendix A):
Proposition 3 Let Uλ(X) = {∆ ∈ Rn×n : ‖∆‖F ≤ λ‖X‖F } for X ∈ Rn×n, λ > 0.
Consider the robust optimization problem:

min
X,Y ∈Rn×n

max
∆1∈Uλ(X)
∆2∈Uµ(Y )

‖D + ∆1 + ∆2 −X − Y ‖F s.t. X ∈ V,Y ∈ W,
(8)

where V and W are arbitrary subsets of Rn×n. Then, (8) is equivalent to (9).

min
X,Y ∈Rn×n

‖D −X − Y ‖F + λ‖X‖F + µ‖Y ‖F s.t. X ∈ V,Y ∈ W. (9)

Proposition 4 Problem (1) is equivalent to the following robust optimization problem:

min
X,Y ∈Rn×n

max
∆1,∆2

‖D −X − Y ‖2F + 〈X,∆1〉+ 〈Y ,∆2〉 −
1

4λ
‖∆1‖2F −

1

4µ
‖∆2‖2F

s.t. X ∈ V,Y ∈ W.

(10)

Taking V to be the set of matrices with rank at most k0 andW to be the set of matrices
with `0 norm at most k1, Proposition 3 implies that performing SLR decomposition with
Frobenius regularization is equivalent to solving a RO problem that allows for adversarial
errors in the input data matrix D. Moreover, Proposition 4 implies that solving Problem
(1) is equivalent to solving a RO problem with a soft robust penalty term in the objective,
rather than a hard constraint on the size of the uncertainty set, as such robust equivalent
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problems usually consist of. This result is perhaps unsurprising in retrospect, since dual
problems to quadratically constrained quadratic problems involve quadratic terms in the
objective (see also Roos et al., 2020, Section 6.3).

2.4 Connection to Matrix Completion

Low-rank matrix completion is a canonical problem in the Statistics and Machine Learning
communities that has been employed in control theory (Boyd et al., 1994), computer vision
(Candes and Plan, 2010), and signal processing (Ji et al., 2010) among other applications.
Given a partially observed matrix D ∈ Rn×n where Ω ⊂ {(i, j) : 1 ≤ i, j ≤ n} denotes the
set of indices of the revealed entries, the low-rank matrix completion problem is to compute
a low-rank matrix X that approximates D. Low-rank matrix completion solves

min
X∈Rn×n

∑
(i,j)∈Ω

(Dij −Xij)
2 s.t. Rank(X) ≤ k0, (11)

where k0 is a predefined target rank.
Although we require λ, µ > 0 in our formulation of SLR given by (1), we now show that

if we take µ = 0 and also fix a sparsity pattern for the sparse matrix Y , then (1) reduces to
regularized matrix completion. Let Z ∈ {0, 1}n×n be a matrix such that if Zij = 0, we must
have Yij = 0. We refer to Z as a valid sparsity pattern for (1) if

∑
ij Zij ≤ k1. Formally,

we have (proof deferred to Appendix A):

Proposition 5 Given a valid sparsity pattern Z, if we take µ = 0 then (1) reduces to
regularized matrix completion with Ω = {(i, j) : Zij = 0}.

3. An Alternating Minimization Heuristic

In this section, we propose an alternating minimization algorithm that obtains high-quality
feasible solutions to (1) in Section 3.2, by iteratively fixing the sparse or low-rank matrix
and optimizing the remaining matrix. This is a reasonable strategy, because alternating
minimization (AM) strategies are known to obtain high-quality solutions to low-rank prob-
lems (Jain et al., 2013) and, as we demonstrate in Section 3.1, when one matrix is fixed
the other matrix can be optimized in closed form. Consequently, Problem (1) is amenable
to AM techniques. Further, in Section 3.2, we bound the number of iterations required for
AM to converge. Finally, in Section 3.3, we establish that for a fixed sparsity pattern and
a sufficiently large amount of regularization, AM yields a globally optimal solution to (1).
This result provides the basis for the branch-and-bound algorithm we develop in Section 5.

3.1 Two Natural Subproblems

In this subsection, we derive two subproblems of (1) by fixing either the sparse matrix Y (to
obtain a low-rank subproblem) or the low-rank matrix Y (to obtain a sparse subproblem).
Further, we establish that both subproblems admit closed-form solutions.

Low-Rank Subproblem: First, suppose that we fix a sparse matrix Y ∗ in Problem
(1). Then, (1) becomes:

min
X∈Rn×n

‖D̄ −X‖2F + λ‖X‖2F s.t. Rank(X) ≤ k0, (12)
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where D̄ = D−Y ∗ and we omit the regularization term on Y since it does not depend on
X. We refer to Problem (12) as the low-rank subproblem. We now demonstrate that this
problem admits a closed-form solution, via the following result:

Proposition 6 Let X∗ be a matrix such that

X∗ =
1

1 + λ
D̄k0 ,

where D̄k0 is a top-k0 SVD approximation of D̄, i.e., D̄k0 = Uk0Σk0V
T
k0

where D̄ = UΣV T

is a singular value decomposition of D̄. Then, X? is an optimal solution to Problem (12).

Proof It is well known that the solution of the problem

min
X∈Rn×n

‖A−X‖2F s.t. Rank(X) ≤ k0

is given by X∗ = Ak0 , a projection of A onto its first k0 principal components (Wold et al.,
1987). Moreover, since

‖D̄ −X‖2F + λ‖X‖2F −
λ

1 + λ
‖D̄‖2F = (1 + λ)

∥∥∥∥ 1

1 + λ
D̄ −X

∥∥∥∥2

F

,

it follows that Problem (12) is equivalent to (has the same optimal solution set as) solving

min
X∈Rn×n

∥∥∥∥ 1

1 + λ
D̄ −X

∥∥∥∥2

F

s.t. Rank(X) ≤ k0. (13)

In Appendix B, we provide an alternate proof of Proposition 6 via strong duality which
reveals that (12) exhibits hidden convexity in the sense of Ben-Tal and Den Hertog (2014).

Remark 7 Observe that X? can be computed exactly in O(n2k) time, since we need not
compute a full SVD of D̄. Alternatively, it can be computed approximately using randomized
SVD in O(n2 log k) time (Halko et al., 2011).

Sparse Subproblem: Now, suppose we fix a low-rank matrixX∗ in Problem (1). Then,
(1) problem becomes:

min
Y ∈Rn×n

‖D̃ − Y ‖2F + µ‖Y ‖2F s.t. ‖Y ‖0 ≤ k1, (14)

where D̃ = D −X∗ and we have omitted the regularization term on the low-rank matrix
because it does not depend on Y . We refer to Problem (14) as the sparse matrix subproblem.
We now demonstrate that this problem also admits a closed-form solution:

Proposition 8 Let Y ∗ be a matrix such that

Y ∗ = S∗ ◦
(

D̃

1 + µ

)
,

where S∗ is a n × n binary matrix with k1 entries S?ij = 1 such that S?i,j ≥ S?k,l if |D̃i,j | ≥
|D̃k,l| and ◦ denotes the Hadamard product operation ((A ◦B)ij = Aij × Bij). Then, Y ?

solves Problem (14).
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Proof It is straightforward to show that the solution of:

min
Y ∈Rn×n

‖B − Y ‖2F s.t. ‖Y ‖0 ≤ k1

is given by Y ∗ = T ∗ ◦B where T ∗ is a n × n binary matrix with k1 entries T ?ij = 1 such
that T ?i,j ≥ T ?k,l if |Bi,j | ≥ |Bk,l|. Moreover, since

‖D̃ − Y ‖2F + µ‖Y ‖2F −
µ

1 + µ
‖D̃‖2F = (1 + µ)

∥∥∥∥ 1

1 + µ
D̃ − Y

∥∥∥∥2

F

,

it follows that Problem (14) is equivalent to (i.e., has the same optimal solution set as):

min
Y ∈Rn×n

∥∥∥∥ 1

1 + µ
D̃ − Y

∥∥∥∥2

F

s.t. ‖Y ‖0 ≤ k1. (15)

In Appendix D, we provide an alternative proof of Proposition 8 via strong second-order cone
duality which may be of independent interest as it reveals that Problem (15) is equivalent
to a convex optimization problem.

Remark 9 Observe that Y ? can be computed in O(n2) time, by forming D̃ and partitioning
around its kth largest absolute element via quicksort. Correspondingly, this step is compu-
tationally cheaper than computing an optimal low-rank matrix. Moreover, since D̃ ∈ Rn×n,
this operation is linear in the number of entries of D̃.

3.2 An Alternating Minimization Algorithm

By iteratively solving the sparse matrix subproblem and the low-rank matrix subproblem
until we either converge to a stationary point or exceed a prespecified number of iterations,
we arrive at a feasible solution to (1). We formalize this iterative procedure in Algorithm
1, and let

f(X,Y ) = ‖D −X − Y ‖2F + λ‖X‖2F + µ‖Y ‖2F ,

be our overall objective function and V = {X ∈ Rn×n : Rank(X) ≤ k0}, W = {Y ∈ Rn×n :∑
ij 1{Yij 6= 0} ≤ k1} denote our respective feasible regions.
We note that the initialization strategy X0 ←− 0 and Y0 ←− 0 is arbitrary and any

initialization strategy could equivalently be employed. For instance, one could employ a
greedy rounding of the solution to the semidefinite relaxation we derive in Section 4 as an
initialization (see also Bertsimas et al., 2022, Section 4.3). Moreover, Algorithm 1 can be
executed multiple times for different initializations of X0 and Y0 to obtain an even higher
quality feasible solution to (31). This could be performed in parallel to avoid significantly
increasing computational time.

It is well-documented in the optimization and machine learning literature that alter-
nating minimization schemes such as Algorithm 1 produce a sequence of non-increasing
iterates that converge to a local minimum; for Algorithm 1, this can be shown as a straight-
forward corollary of (Zhou and Tao, 2011, Theorem 1). Building upon this, we now demon-
strate that, for a given relative improvement tolerance ε, Algorithm 1 terminates in a
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Algorithm 1: Alternating Minimization Heuristic

Data: D ∈ Rn×n, λ, µ > 0, k0, k1 ∈ Z+, tolerance parameter ε > 0.
Result: (X̄, Ȳ ) feasible and stationary for Problem (31)
X0 ←− 0; Y0 ←− 0;
f0 ←− f(X0,Y0);
t←− 0;
do

t←− t+ 1;
Yt ←− arg minY ∈W f(Xt−1,Y );
Xt ←− arg minX∈V f(X,Yt);
ft ←− f(Xt,Yt);

while ft > 0 and ft−1−ft
ft

≥ ε;
return X̄ = Xt, Ȳ = Yt

finite number of iterations. Indeed, Algorithm 1 terminates at iteration t if either ft = 0
or ft >

(
1

1+ε

)
ft−1. For any iteration t, the update rules for Xt+1 and Yt+1 imply that

ft+1 = f(Xt+1,Yt+1) ≤ f(Xt,Yt+1) ≤ f(Xt,Yt) = ft. This implies that the sequence {ft}
is strictly non-increasing.

Proposition 10 Algorithm 1 terminates after at most
log µ+λ+µλ

µλ

log 1+ε iterations.

Proof Assume that D 6= 0. The case when D = 0 is trivial as in this setting, Algorithm
1 terminates immediately because f0 = 0. Suppose Algorithm 1 has yet to terminate after
iteration t. This implies that

0 < ft ≤
(

1

1 + ε

)
ft−1 ≤

(
1

1 + ε

)t
f0.

Recall that f0 = f(0,0) = ‖D‖2F . Moreover, for all t we must have

ft ≥ min
X∈V,Y ∈W

f(X,Y ) ≥ min
X,Y ∈Rn×n

f(X,Y ).

Simple unconstrained minimization gives minX,Y ∈Rn×n f(X,Y ) = µλ
µ+λ+µλ‖D‖

2
F . Combin-

ing the above inequalities, we obtain

µλ

µ+ λ+ µλ
‖D‖2F ≤ ft ≤

(
1

1 + ε

)t
‖D‖2F .

The result follows by noting that the above inequality is violated if t >
log µ+λ+µλ

µλ

log 1+ε .

In Section 4, we complement this result by introducing a lower bound that can be used
to certify the quality of the solution returned by Algorithm 1. Moreover, in Section 6, we
demonstrate numerically that Algorithm 1 produces high-quality solutions to (31).

11
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3.3 Optimality of Algorithm 1 for a Fixed Sparsity Pattern

In this section, we establish the optimality of Algorithm 1 for a fixed sparsity pattern
under certain easy-to-verify conditions that often hold in practice. Accordingly, here and
throughout this section, we assume we are given a collection of indices I0 ⊂ {(i, j) : 1 ≤
i, j ≤ n}, ‖I0‖ = n2 − k1 that correspond to entries of the sparse matrix Y that must take
value 0, and that S? is a binary matrix that encodes this sparsity pattern. The collection
I0 specifies a complete feasible sparsity pattern for the matrix Y .

Given the sparsity pattern specified by I0, Problem (1) reduces to

min
X,Y ∈Rn×n

‖D −X − Y ‖2F + λ · ‖X‖2F + µ · ‖Y ‖2F

s.t. Rank(X) ≤ k0, Yij = 0 ∀(i, j) ∈ I0.
(16)

Algorithm 1 can be easily adapted to produce a feasible solution to Problem (16). Indeed,
by Proposition 8, an optimal binary matrix Y ? in (16) is given by

Y ∗ = S∗ ◦
(
D −X
1 + µ

)
.

Moreover, applying Algorithm 1 with a fixed sparsity pattern and fixed low-rank matrix
recovers this sparse matrix automatically. Thus, applying Algorithm 1 to Problem (16) is
equivalent to solving the following non-convex optimization problem:

min
X∈Rn×n

∥∥∥∥D −X − S∗ ◦ (D −X1 + µ

)∥∥∥∥2

F

+ λ · ‖X‖2F + µ ·
∥∥∥∥S∗ ◦ (D −X1 + µ

)∥∥∥∥2

F

s.t. Rank(X) ≤ k0.

(17)

Let us now define some additional notation: let g(X) denote the objective value function
of (17), Ω = {X ∈ Rn×n : Rank(X) ≤ k0} denote the set of n-by-n matrices with rank
at most k0, PX (·) denote the projection operator onto a set X ⊆ Rn×n, i.e., PX (Y ) =
arg minX∈X ‖Y −X‖2F , and let γk(X) = σk+1(X)/σk(X) ≤ 1 denote the ratio between the
(k + 1)th and the kth singular values of X.

We have the following result (proof deferred to Appendix A):
Proposition 11 Given a full sparsity pattern I0 ⊂ {(i, j) : 1 ≤ i, j ≤ n}, ‖I0‖ = n2 − k1,
if we constrain the binary matrix S∗ in the solution of the sparse matrix subproblem (14)
to satisfy S∗ij = 0 ⇐⇒ (i, j) ∈ I0, then Algorithm 1 is equivalent to performing Projected

Gradient Descent on (17) given by Xt+1 = PΩ(Xt−η∇g(Xt)) with step size η = 1
2(1+λ) . By

equivalent, we mean that the two algorithms produce the same sequence of feasible low-rank
iterates Xt and that we have f(Xt,Yt) = g(Xt) for all iterations t where Yt denotes the
sparse matrix iterates produced by Algorithm 1.

We are now ready to establish the main result. We have:

Theorem 12 Given a full sparsity pattern I0 ⊂ {(i, j) : 1 ≤ i, j ≤ n}, ‖I0‖ = n2 − k1, let
S? be the binary matrix satisfying S?ij = 0 ⇐⇒ (i, j) ∈ I0. Let X? denote the optimal

low-rank matrix for (17) and define D̃ =

(
1

1+λ

[
D − S∗ ◦

(
D−X?

1+µ

)])
.

Assume Rank(X?) = k0 and suppose that the following two conditions hold:

12
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1. λ+ 2µ
1+µ − 1 > 0;

2. γk0(D̃) < 1
1+λ

(
λ+ 2µ

1+µ − 1.
)

.

Alternatively, assume Rank(X?) < k0 and suppose only the first condition listed above holds.
In both of these two settings, Algorithm 1 converges linearly to the unique optimal solution
of Problem (16) (where we constrain the binary matrix S∗ in the solution of the sparse
subproblem (14) to satisfy S∗ij = 0 ⇐⇒ (i, j) ∈ I0). Specifically, letting {(Xt,Yt)}∞t=1

denote the sequence of iterates generated by Algorithm 1 and (X∗,Y ∗) denote the optimal
solution of (16), we have

f(Xt+1,Yt+1)− f(X∗,Y ∗)

f(Xt,Yt)− f(X∗,Y ∗)
≤ 1

(2λ+ 1)(1 + µ) + µ
∀ t.

Note that the first condition on the regularization parameters λ and µ in Theorem 12 is
equivalent to requiring that the objective function of (17) has a small condition number.
The second condition is a more technical one that requires that the gradient of the objective
function at the optimal solution of (17) is never too large.

Remark 13 Theorem 12 implies that there is a phase transition in Problem (1)’s difficulty
as the amount of regularization increases. Indeed, when µ = 0 and the sparsity pattern is
fixed, Problem (1) is equivalent to matrix completion (Proposition 5), which is a problem that
may admit multiple local minima (Bertsimas et al., 2022), and this may cause Algorithm
1 to converge to a non-global local optimum. On the other hand, our main result implies
that, with a sufficiently large regularization term, Problem (1) can be solved to certifiable
optimality by enumerating the sparsity patterns and running alternating minimization on
each fixed sparsity pattern. Thus, regularization partially controls the complexity of (1).

Proof We establish the result by invoking Theorem 3.3 from Ha et al. (2020). We prove
the result for the more involved case where Rank(X?) = k0. The proof for the case where
Rank(X?) < k0 follows similar reasoning by combining Proposition 11 with (Ha et al., 2020,
Theorem 3.3). We observe that the objective function g(X) of (17) is m-strongly convex
and L-Lipschitz continuous with m = 2λ+ 2µ

1+µ and L = 2λ+ 2. To see this, note that we
have

g(X)− m

2
‖X‖2F =

(
λ− m

2

)
‖X‖2F +

∑
(i,j)∈I0

(Dij −Xij)
2 +

∑
(i,j)/∈I0

(Dij −Xij)
2 · µ

1 + µ
,

which is convex when m = 2λ+ 2µ
1+µ . Similarly, we have

L

2
‖X‖2F − g(X) =

(L
2
− λ
)
‖X‖2F −

∑
(i,j)∈I0

(Dij −Xij)
2 −

∑
(i,j)/∈I0

(Dij −Xij)
2 · µ

1 + µ
,

which is convex when L = 2λ+2. Suppose that X? is a global minimizer of (17). We claim
that gradient of g(X) at X? satisfies:

‖∇g(X?)‖σ = 2(1 + λ)γk0(D̃)σk0(X?),

13
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where ‖X‖σ = σ1(X) denotes the spectral norm of X. To see this, note that since X? is
an optimal solution, it must be a fixed point of (37). Thus, we have

‖∇g(X?)‖σ = 2(1 + λ)

∥∥∥∥X? − 1

1 + λ

(
D − S∗ ◦

(
D −X?

1 + µ

))∥∥∥∥
σ

= 2(1 + λ)‖X? − D̃‖σ
= 2(1 + λ)σk0+1(D̃)

= 2(1 + λ)γk0(D̃)σk0(D̃)

= 2(1 + λ)γk0(D̃)σk0(X?),

where the third and fifth equalities follow from X? being a fixed point of (37) and the
fourth equality follows from the definition of γk0(D̃). It is easy to verify that when the
first condition of Theorem 12 holds, the condition number κ = L

m of g(X) satisfies κ < 2.
Moreover, when the second condition of Theorem 12 holds, it can similarly be verified that
the gradient of g(X) at X? satisfies ‖∇g(X?)‖σ < (2m − L)σk0(X?). Invoking the result
of Theorem 3.3 from Ha et al. (2020), X? is the unique fixed point of Projected Gradient
Descent with step size η = 1

2(1+λ) . Invoking Proposition 11, this immediately implies that

Algorithm 1 converges to X?.

Finally, it is known that Projected Gradient Descent converges linearly with rate κ−1
κ+1

for strongly convex functions (Recht, 2012). Combining this with Proposition 11, we have

g(Xt+1)− g(X∗)

g(Xt)− g(X∗)
=
f(Xt+1,Yt+1)− f(X∗,Y ∗)

f(Xt,Yt)− f(X∗,Y ∗)
≤ κ− 1

κ+ 1
=

1

(2λ+ 1)(1 + µ) + µ
,

which holds for all t. This completes the proof.

4. A Convex Relaxation

In this section, we reformulate (1) as a mixed-integer, mixed-projection optimization prob-
lem. We then employ the (matrix) perspective relaxation (Günlük and Linderoth, 2012;
Bertsimas et al., 2022, 2023) to construct a convex relaxation of (1). We illustrate the
power of our convex relaxation in Section 4.1, by demonstrating that it reflects the hid-
den convexity of the low-rank subproblem we derived in the previous section and allows
this subproblem to be solved via convex optimization. Further, we compare our convex
relaxation to the previously derived relaxation of Lee and Zou (2014) in Section 4.2 and
demonstrate that when both relaxations make the same assumptions, our relaxation is at
least as powerful, and sometimes strictly more powerful. Finally, in Section 4.3, we inter-
pret (a slightly modified version of, where the sparsity and rank are penalized rather than
constrained) our convex relaxation as a convex penalty.

To model the sparsity pattern of the sparse matrix Y , we introduce binary variables
Z ∈ {0, 1}n×n and require that Yij = 0 if Zi,j = 0 by imposing the nonlinear constraint
Yi,j = Yi,jZi,j , and also require that

∑
ij Zij ≤ k1. To model the column space of X,

we introduce an orthogonal projection matrix P ∈ P and require that tr(P ) ≤ k0 and
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X = PX. Let Zk1 = {Z ∈ {0, 1}n×n :
∑

ij Zij ≤ k1} and Pk0 = {P ∈ Sn : P 2 =
P , tr(P ) ≤ k0}. This gives the following reformulation of (1):

min
Z∈Zk1 ,P∈Pk0

min
X,Y ∈Rn×n

‖D −X − Y ‖2F + λ · ‖X‖2F + µ · ‖Y ‖2F

s.t. X = PX,Y = Z ◦ Y .
(18)

We now have the following result (proof deferred to Appendix A):

Proposition 14 Problem (18) is a valid reformulation of Problem (1).

The constraintsX = PX and Y = Z◦Y in (18) are complicating because they are non-
convex in the decision variables (Z,P ,X,Y ). Accordingly, to model these constraints in a
convex manner, we invoke the (matrix) perspective reformulation (Günlük and Linderoth,
2012; Bertsimas et al., 2022, 2023). Specifically, to model the sparse matrix Y , we introduce
variables α ∈ Rn×n where αij models Y 2

ij , and the constraint αijZij ≥ Y 2
ij , which is second-

order cone representable. To model the low-rank matrix X, we introduce a variable Θ ∈
Rn×n that models XTX, and the constraint

(
Θ X
XT P

)
� 0.

This yields the following reformulation of (18):

min
Z∈Z,P∈P

min
X,Y ∈Rn×n

‖D −X − Y ‖2F + λ · tr(Θ) + µ · 〈E,α〉

s.t. Y ◦ Y ≤ α ◦Z,
(

Θ X
XT P

)
� 0,

(19)

where E denotes a matrix of all ones of appropriate dimension.
Problem (19) is a reformulation of Problem (1) where the problem’s non-convexity is

entirely captured by the non-convex sets Zk1 and Pk0 . We now obtain a convex relaxation
of (1) by solving (19) with Z ∈ conv(Zk1) and P ∈ conv(Pk0) where conv(X ) denotes the
convex hull of the set X . It is straightforward to see that conv(Zk1) = {Z ∈ [0, 1]n×n :∑

ij Zij ≤ k1}. Moreover, we have conv(Pk0) = {P ∈ Sn+ : I− P � 0, tr(P ) ≤ k0}(Overton
and Womersley, 1992). This gives the following convex optimization problem:

min
X,Y ,Z,P ,Θ,α∈Rn×n

‖D −X − Y ‖2F + λ · tr(Θ) + µ · 〈E,α〉

s.t. Y ◦ Y ≤ α ◦Z, 〈E,Z〉 ≤ k1, 0 ≤ Z ≤ E,

P � 0, I− P � 0, tr(P ) ≤ k0,

(
Θ X
XT P

)
� 0.

(20)

We now have the following result (proof deferred to Appendix A):

Theorem 15 Problem (20) is a valid convex relaxation of (1).

Note that Problem (20) only produces a nontrivial lower bound to (1) when the regu-
larization parameters satisfy λ, µ > 0. If either λ = 0 or µ = 0, it can easily be shown that
the optimal value of (20) is 0. In Section 6, we employ this convex relaxation to produce
bounds for feasible solutions returned by Algorithm 1. Moreover, we show that (20) can be
embedded within a branch-and-bound framework.
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4.1 Hidden Convexity in the Low Rank Subproblem

In this section, we demonstrate that the low-rank subproblem derived in the previous
section exhibits hidden convexity in the sense of Ben-Tal and Den Hertog (2014). This
result allows us to establish the strength of our overall convex relaxation in the next section.
Formally, we have the following result (proof deferred to Appendix C):

Theorem 16 Consider the semidefinite optimization problem:

min
P ,Θ∈Sn+,X∈Sn

‖D̄‖2F + (1 + λ) · tr(Θ)− 2 · 〈X, D̄〉

s.t. tr(P ) ≤ k0, I− P � 0,

(
Θ X
XT P

)
� 0.

(21)

Solving Problem (12) is equivalent to solving Problem (21) in that both problems have the
same optimal objective value and given an optimal solution to either problem, an optimal
solution to the other problem can be constructed efficiently.

4.2 Comparison With the Relaxation of Lee and Zou

To illustrate the power of our convex relaxation, we now present a formal comparison
between (20) and the relaxation proposed by Lee and Zou (2014) and demonstrate that our
relaxation is at least as powerful and sometimes strictly more powerful. Accordingly, here
and throughout this subsection, we assume that the spectral norm of the low-rank matrix
X and the infinity norm of the sparse matrix Y are bounded as otherwise the relaxation
proposed by Lee and Zou (2014) yields a lower bound of zero. Explicitly, we assume that
‖X‖σ = maxi σi(X) ≤ β and ‖Y ‖∞ = maxij |Yij | ≤ γ where σi(X) denotes the ith singular
value of X for β, γ ∈ R+.

Lee and Zou (2014) obtain their relaxation by noting that under the spectral and infinity
norm boundedness assumptions, convex lower bounds of the non-convex rank and `0 norm
functions can be obtained as Rank(X) ≥ 1

β‖X‖? and ‖Y ‖0 ≥ 1
γ ‖Y ‖1 respectively. Noting

that the `1 norm can be trivially linearized and that the nuclear norm of a matrix X admits
a well-known semidefinite characterization given by

min
W1,W2∈Sn

1

2
tr(W1 +W2) s.t.

(
W1 X
XT W2

)
� 0,

we can express Lee and Zou (2014)’s relaxation of (1) as follows:

min
X,Y ,V ,W1,W2∈Rn×n

‖D −X − Y ‖2F + λ · ‖X‖2F + µ · ‖Y ‖2F

s.t. − V ≤ Y ≤ V , 1

γ
〈E,V 〉 ≤ k1,

1

2β
tr(W1) +

1

2β
tr(W2) ≤ k0,

(
W1 X
XT W2

)
� 0.

(22)
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To allow for a fair comparison between our relaxation and that given by (22), we note
that under the assumptions ‖X‖σ ≤ β and ‖Y ‖∞ ≤ γ, we can strengthen (20) as follows:

min
X,Y ,Z,Pc,Pr,Θ,α∈Rn×n

‖D −X − Y ‖2F + λ · tr(Θ) + µ · 〈E,α〉

s.t. Y ◦ Y ≤ α ◦Z, 〈E,Z〉 ≤ k1, 0 ≤ Z ≤ E, −γZ ≤ Y ≤ γZ,
Pc � 0, I− Pc � 0, tr(Pc) ≤ k0,

Pr � 0, I− Pr � 0, tr(Pr) ≤ k0,(
Θ X
XT Pc

)
� 0,

(
βPr X
XT βPc

)
� 0.

(23)

The constraint −γZij ≤ Yij ≤ γZij in (23) emerges immediately from the bound on
the infinity norm of the sparse matrix. The last four constraints in (23) follow from the
bound on the spectral norm of the low-rank matrix. The variable Pc plays the role of P
in (20) and models the k0 dimensional column space of X as before while the variable Pr
models the k0 dimensional row space of X. To see that these four constraints are valid,
consider any matrix X̄ satisfying ‖X̄‖? ≤ β and Rank(X̄) ≤ k0, and let X̄ = UΣV T be
its singular value decomposition. Define P̄c = UUT and P̄r = V V T . We have β2P̄r �

P̄rX̄
T X̄ = X̄T P̄cX̄ = X̄T P̄ †c X̄ so we have

(
βP̄r X̄
X̄T βP̄c

)
� 0. Feasibility of P̄c and P̄r for

the remaining constraints follows the same reasoning employed in Theorem 15. Note that
if we restrict X to be symmetric, we can take Pr = Pc in (23) as the row space and the
column space of X will be the same.

Proposition 17 For any input data D, k0, k1 and hyperparameters λ, µ, the optimal value
of (23) is no less than the optimal value of (22).

Proof To establish the proposition, we show that for any feasible solution to (23) we can
construct a feasible solution to (22) that achieves the same or lower objective value.

Fix any input data D ∈ Rn×n, k0, k1 ∈ N+ and any hyperparameters λ, µ > 0. Consider
an arbitrary feasible solution S1 = (X̄, Ȳ , Z̄, P̄c, P̄r, Θ̄, ᾱ) to (23). Let V̄ = γZ̄, W̄1 = βP̄c
and W̄2 = βP̄r. We will show that the solution S2 = (X̄, Ȳ , V̄ , W̄1, W̄2) is feasible to (22)
and achieves an objective value that is no larger than the objective value achieves by S2 in
(23). From feasibility of S1 in (23), we have −γZ̄ij ≤ Ȳij ≤ γZ̄ij =⇒ −V̄ij ≤ Ȳij ≤ V̄ij and
〈E, Z̄〉 ≤ k1 =⇒ 1

γ 〈E, V̄ij〉 ≤ k1. Moreover, we have

1

2β
tr(W̄1 + W̄2) =

1

2β
tr(βP̄c + βP̄r) =

1

2
tr(P̄c) +

1

2
tr(P̄c) ≤

k0

2
+
k0

2
= k0

We conclude that S2 is feasible to (22) by noting that the last constraint in (22) reduces
to the fourth from last constraint in (23) after substituting the definitions of W̄1 and W̄2.
We observe that S2 achieves an objective value in (22) no greater than that achieved by
S1 in (23) by noting that feasibility of S1 implies that tr(Θ̄) ≥ ‖X̄‖2F and 〈E, ᾱ〉 ≥ ‖Ȳ ‖2F .
Since this construction holds for every feasible solution to (23), it must hold for any optimal
solution, which implies that the optimal value of (22) is no greater than the optimal value
of (23). This completes the proof.
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Proposition 17 establishes that our relaxation is at least as strong as (22), but does
not in and of itself demonstrate its utility since it does not preclude the possibility of the
optimal value of (23) always coinciding with the optimal value of (22). To address this,
Proposition 18 which establishes the existence of problem instances for which the optimal
value of (23) is strictly greater than the optimal value of (22). Taken together, Propositions
17 and 18 show that (23) is a (strictly) stronger convex relaxation to (1) than (22).

Proposition 18 There exists input data D, k0, k1 and hyperparameters λ, µ such that the
optimal value of (23) is strictly greater than the optimal value of (22).

Proof We establish the result constructively. Let n = 2,D = I2, k0 = 1, k1 = 0, λ = 1 and
µ = 1. With these values, (1) reduces to

min
X∈R2×2

‖I2 −X‖2F + ‖X‖2F s.t. Rank(X) ≤ 1. (24)

It follows immediately from Proposition 6 that the optimal solution to (24) is X? =(
0.5 0
0 0

)
and the optimal objective value is 3

2 . Let β = 2 and γ = 1. Note that γ

can be chosen arbitrarily since the optimal sparse matrix is Y ? = 0. Consider solving (23)
and (22) for this problem data. From Theorem 16, it follows that the optimal value of (23)
coincides with the optimal value of (24). Next, note that if we ignore the rank constraint,
it can easily be verified that the unconstrained minimum of (24) is given by X̃ = 1

2I and

achieves an objective value of 1. Finally, observe that taking Ỹ = Ṽ = 0, W̃1 = W̃2 = I,
the solution (X̃, Ỹ , Ṽ , W̃1, W̃2) is feasible to (22) and achieves an objective value of 1. This
completes the proof.

4.3 Penalty Interpretation of Relaxation

We now consider instances where the sparsity and rank of the matrices are penalized
in the objective rather than constrained and interpret the resulting relaxation as a penalty
function in the tradition of Fazel (2002); Recht et al. (2010); Pilanci et al. (2015); Bertsimas
et al. (2022) among others. Formally, we have the following result1, which can be deduced
by combining (Pilanci et al., 2015, Corollary 3) with (Bertsimas et al., 2022, Lemma 6):

Proposition 19 The following two optimization problems are equivalent:

min
X,Y ,Z,P ,Θ,α∈Rn×n

‖D −X − Y ‖2F + λ · tr(Θ) + µ · 〈E,α〉+ ρ1 · tr(P ) + ρ2 · 〈E,Z〉

s.t. Y ◦ Y ≤ α ◦Z, 0 ≤ Z ≤ E, P � 0, I− P � 0,

(
Θ X
XT P

)
� 0.

(25)

1. Note that the statement of our result is slightly different to the statement in Pilanci et al. (2015), because,
as noted by Dong et al. (2015), the original result contains some minor typos.
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min
X,Y

‖D −X − Y ‖2F +
∑
i∈[n]

min
(√

ρ1λσi(X), ρ1 + λσi(X)2
)

+
∑
i,j∈[n]

min
(√
µρ2Yi,j , ρ2 + µY 2

i,j

)
.

(26)

The above result demonstrates that our regularized relaxation generalizes the reverse
Huber penalty (c.f. Pilanci et al., 2015) to sparse plus low-rank optimization problems.
This is quite different from unregularized low-rank problems. Indeed, it follows directly
from (Bertsimas et al., 2022, Lemma 7) that under a standard big-M assumption on the `∞
norm of the sparse matrix and the spectral norm of the low-rank matrix, an unregularized
relaxation of the form

min
X,Y ,Z,P∈Rn×n

‖D −X − Y ‖2F + ρ1tr(P ) + ρ2〈E,Z〉

s.t. |Yij | ≤ mZij ∀i, j ∈ [n], 0 ≤ Z ≤ E,

P � 0, I− P � 0,

(
MP X
XT MP

)
� 0

(27)

is equivalent to the Lasso and nuclear norm regularized problem

min
X,Y ,Z,P∈Rn×n

‖D −X − Y ‖2F +
ρ1

M
‖X‖∗ +

ρ2

m
‖Y ‖1. (28)

Moreover, as demonstrated by Pilanci et al. (2015); Bertsimas et al. (2020) among
others, reverse Huber penalties outperform Lasso penalties for sparse regression problems
both theoretically—by requiring fewer data to recover the ground truth under a restricted
isometry model Pilanci et al. (2015), and empirically—by providing a significantly lower
false discovery rate and comparable accuracy rate after observing the same amount of data
Bertsimas et al. (2020). This is because Lasso-type penalties are robust estimators but
not sparse estimators (Bertsimas and Copenhaver, 2018), while reverse Huber penalties are
sparse estimators that recover the ground truth after observing slightly more data than
via an exact approach (c.f. Askari et al., 2022). Since SLR decomposition is a generaliza-
tion of sparse regression, this partially explains the superior numerical performance of our
alternating minimization method compared to GoDec, as reflected in Section 6.

5. Branch and Bound

In this section, we propose a branch-and-bound algorithm in the sense of (Land and Doig,
2010; Little, 1966) that computes certifiably (near) optimal solutions to Problem (1) in
a practical amount of time. Specifically, we state explicitly our subproblem strategy in
Section 5.1, before stating our overall algorithmic approach in Section 5.2. We also provide
a sufficient condition for branch-and-bound to obtain a globally optimal solution in Section
5.2. We remark that branch-and-bound strategies have previously been leveraged for matrix
optimization problems (Bertsimas et al., 2017; Lee and Zou, 2014).

Let h(Z,P ) denote the optimal value of the inner minimization problem in (18), i.e.:
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h(Z,P ) := min
X,Y ∈Rn×n

‖D −X − Y ‖2F + λ · ‖X‖2F + µ · ‖Y ‖2F

s.t. X = PX,Y = Z ◦ Y .
Proposition 14 established that solving (1) is equivalent to solving minZ∈Zk1 ,P∈Pk0 h(Z,P ).
In Section 4, we illustrated how to obtain a lower bound for the optimal value of (1) by
solving minZ∈conv(Zk1 ),P∈conv(Pk0 ) h(Z,P ) which we formulated as a semidefinite program

in (20). Suppose we wanted to compute a stronger lower bound for (1). Two natural
Lagrangean relaxations to consider are:

min
Z∈conv(Zk1 ),P∈Pk0

h(Z,P ), (29)

min
Z∈Zk1 ,P∈conv(Pk0 )

h(Z,P ). (30)

It is not immediately clear which of these two problems produces a stronger lower bound
for (1). However, as there does not yet exist an efficient method to branch over the set of
n × n orthogonal projection matrices with trace at most k0 (Bertsimas et al., 2022), we
focus on developing a branch-and-bound algorithm that can solve the second problem, (30).
Moreover, Theorem 12 provides sufficient conditions under which we can exactly compute
minP∈Pk0 h(Z0,P ) for any fixed Z0 ∈ Zk1 . Thus, provided these conditions hold, we can
solve minZ∈Zk1 ,P∈Pk0 h(Z,P ) to optimality by branching over the set Zk1 .

5.1 Subproblems

We construct an enumeration tree that branches on the entries of the binary matrixZ, which
models the sparsity pattern of the sparse matrix Y . Each node in the tree is defined by a
(partial or complete) sparsity pattern, described by collections I0, I1 ⊂ {(i, j) : 1 ≤ i, j ≤ n}
where we have |I0| ≤ n2 − k1, |I1| ≤ k1 and I0 ∩ I1 = ∅, and has an accompanying
subproblem. We note that Berk and Bertsimas (2019) use a similar notion of partially-
determined support when developing a custom branch-and-bound algorithm for the Sparse
Principal Component Analysis problem. For indices (i, j) ∈ I0, we constrain Zij = 0 and
for indices (i, j) ∈ I1, we constrain Zij = 1. We say that I0 and I1 define a complete
sparsity pattern if either |I0| = n2− k1 or |I1| = k1, otherwise we say that I0 and I1 define
a partial sparsity pattern. A terminal node is a node in the tree that can be described by
a complete sparsity pattern.

At any given node in the enumeration defined by collections I0 and I1, we consider the
subproblem given by:

min
X,Y ∈Rn×n

‖D −X − Y ‖2F + λ · ‖X‖2F + µ · ‖Y ‖2F

s.t. Rank(X) ≤ k0,
∑

(i,j) 6∈ I0∪I1

1{Yij 6= 0} ≤ k1 − |I1|, Yij = 0 ∀(i, j) ∈ I0.
(31)

This subproblem can equivalently be expressed as

min
Z∈Zk1 ,P∈Pk0

h(Z,P ) s.t. Zij = 0 ∀(i, j) ∈ I0, Zij = 1 ∀(i, j) ∈ I1. (32)
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Note that if I0 = I1 = ∅, (31) and (32) are equivalent to (1).

5.1.1 Subproblem Upper Bound

We adapt Algorithm 1 to compute feasible solutions to (31). Suppose that we fix a sparse
matrix Y ∗ in Problem (31). Then, the problem exactly reduces to (12), which we know how
to solve by Proposition 6. Suppose we fix a low-rank matrix X∗ in Problem (31). Then,
the problem becomes:

min
Y ∈Rn×n

‖D̃ − Y ‖2F + µ · ‖Y ‖2F

s.t.
∑

(i,j) 6∈ I0∪I1

1{Yij 6= 0} ≤ k1 − |I1|, Yij = 0 ∀(i, j) ∈ I0.
(33)

where D̃ = D −X∗ and we have omitted the regularization term on the low-rank matrix
because it does not depend on Y . Similarly to (14), (33) admits a closed-form solution:

Proposition 20 Let Y ∗ be a matrix such that

Y ∗ = S∗ ◦
(

D̃

1 + µ

)
,

where S∗ is a n × n binary matrix with k1 entries S?ij = 1 such that S?ij = 0 ∀ (i, j) ∈
I0, S

?
ij = 1 ∀ (i, j) ∈ I1 and S?i,j ≥ S?k,l if |D̃i,j | ≥ |D̃k,l| ∀ (i, j), (k, l) /∈ I0 ∪ I1. Then, Y ?

solves Problem (33).

Thus, by replacing the update Yt ←− arg minY ∈W f(Xt−1,Y ) in Algorithm 1 by the update
Yt ←− arg minY ∈W̄ f(Xt−1,Y ) where W̄ = {Y ∈ Rn×n :

∑
ij 1{Yij 6= 0} ≤ k1 − |I1|, Yij =

0 ∀ (i, j) ∈ I0} using the result of Proposition 20, Algorithm 1 can be readily adapted to
obtain high quality feasible solutions to (31).

5.1.2 Subproblem Lower Bound

To obtain a lower bound for the objective value of a subproblem given by (32), we solve the
relaxation given by

min
Z∈Conv(Zk1 ), P∈Conv(Pk0 )

h(Z,P ) s.t. Zij = 0 ∀(i, j) ∈ I0, Zij = 1 ∀(i, j) ∈ I1. (34)

From Section 4, it follows that (34) can be expressed as the following semidefinite problem:

min
X,Y ,Z,P ,Θ,α∈Rn×n

‖D −X − Y ‖2F + λ · tr(Θ) + µ · tr〈E,α〉

s.t. Y ◦ Y ≤ α ◦Z, 〈E,Z〉 ≤ k1, 0 ≤ Z ≤ E,

P � 0, I− P � 0, tr(P ) ≤ k0,

(
Θ X
XT P

)
� 0,

Zij = 0 ∀(i, j) ∈ I0, Zij = 1 ∀(i, j) ∈ I1.

(35)
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5.2 Branch and Bound Algorithm

Having specified the subproblem we consider at each node in the tree and how we compute
upper bounds (feasible solutions) and lower bounds by leveraging Algorithm 1 and the con-
vex relaxation given by (35), it remains to specify the branching rule and the node selection
rule. Algorithm 2 describes our approach. Branching and node selection rules for branch-
and-bound form a rich literature (Morrison et al., 2016). In our current implementation of
Algorithm 2, we employ the most fractional branching rule. Specifically, for an arbitrary
non-terminal node p, let Z∗ be the optimal matrix Z of the node’s convex relaxation given
by (35). We branch on entry (i∗, j∗) = arg min(i,j)/∈I0∪I1 |Zij − 0.5|. When selecting which
node to investigate in the tree, we choose a node having a lower bound equal to the current
global lower bound. Let {(X̄i, Ȳi)}i denote the collection of feasible solutions produced by
Algorithm 1 across all nodes that are visited during the execution of Algorithm 2 and let
g(I0, I1) denote the optimal value of Problem (35). The final upper bound returned by
Algorithm 2 is given by mini f(X̄i, Ȳi), the smallest objective value achieved by the feasible
solution returned by Algorithm 1 for any subproblem explored during the execution of Al-
gorithm 2. The final lower bound returned by Algorithm 2 is given by min(I0,I1)∈N g(I0, I1)
where N denotes the set of nodes that have not been discarded upon the termination of
Algorithm 2.

Theorem 21 Algorithm 2 terminates in a finite number of iterations and either returns
an ε globally optimal solution to (1) or returns the solution of (30).

Proof To see that Algorithm 2 terminates in a finite number of iterations, it suffices to note
that Algorithm 2 can never visit a node more than once and that there is a finite number of
partial and complete sparsity patterns (each corresponding to a possible tree node) because
the set Zk1 is discrete.

Upon termination, we must have either ub−lb
ub ≤ ε or |N | = 0 (or both). Suppose that

ub−lb
ub ≤ ε. Then, by definition, the output solution (X̄, Ȳ ) is ε globally optimal to problem

(1) since lb consists of a global lower bound and (X̄, Ȳ ) is feasible to (1). Suppose instead
that |N | = 0. Algorithm 2 partitions the space of feasible solutions to (30) and only discards
elements of the partition that are guaranteed not to contain the globally optimal solution.
If |N | = 0 upon termination, then Algorithm 2 has explored (or pruned) the entire space
of feasible solutions so the output value lb is the optimal objective of (30).

Theorem 22 Suppose λ+ 2µ
1+µ − 1 > 0 and for every full sparsity pattern I0 ⊂ {(i, j) : 1 ≤

i, j ≤ n}, ‖I0‖ = n2 − k1, we have

γk0(D̃) <
1

1 + λ

(
λ+

2µ

1 + µ
− 1
)
,

where D̃ is defined in Theorem 12. Then Algorithm 2 returns an ε-optimal solution to (1).

Proof Upon termination of Algorithm 2, we must have either ub−lb
ub ≤ ε or |N | = 0 (or

both). Suppose that ub−lb
ub ≤ ε. Then, by definition, the output solution (X̄, Ȳ ) is ε globally

optimal to problem (1). Suppose instead that |N | = 0. Then it must be the case that
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ub = lb. To see this, note that Algorithm 2 partitions the space of feasible solutions to (1)
and only discards elements of the partition that are guaranteed not to contain the optimal
solution. Moreover, at nodes that correspond to complete sparsity patterns, Theorem 12
guarantees that Algorithm 2 computes the exact solution of (16). Thus, if |N | = 0 upon
termination, Algorithm 2 has explored (or pruned) the entire space of feasible solutions so
the output value lb is equal to ub and is the optimal objective of (1).

Algorithm 2: Near-Optimal SLR Decomposition

Data: D ∈ Rn×n, λ, µ ∈ R+, k0, k1 ∈ Z+ . Tolerance parameter ε ≥ 0.
Result: (X̄, Ȳ ) that solves (1) within the optimality tolerance ε.
p0 ←− (I0, I1) = (∅, ∅);
N ←− {p0};
(X̄, Ȳ )←− solution returned by Algorithm 1;
ub←− f(X̄, Ȳ ) ;
lb←− optimal value of (20);

while ub−lb
ub > ε and |N | > 0 do

select (I0, I1) ∈ N ;
select some element (i, j) 6∈ I0 ∪ I1;
for k = 0, 1 do

l←− (k + 1) mod 2;

newnode ←−
((
Ik ∪ (i, j)

)
, Il
)

;

upper ←− upperBound(newnode) with feasible point (X∗,Y ∗);
lower ←− lowerBound(newnode);
if upper < ub then

ub←− upper ;
(X̄, Ȳ )←− (X∗,Y ∗) ;
remove any node in N with lower ≥ ub;

end
if lower < ub then

add newnode to N
end

end
remove (I0, I1) from N ;
update lb to be the lowest value of lower over N ;

end
return (X̄, Ȳ ), lb

6. Computational Results

In this section, we evaluate the performance of our alternating minimization heuristic (Algo-
rithm 1) and our branch-and-bound method (Algorithm 2) implemented in Julia 1.5.2 using
the JuMP.jl package version 0.21.7 and solved using Mosek version 9.2 for the semidefinite
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subproblems (20). We compare our methods against GoDec given by (3), Stable Princi-
pal Component Pursuit (S-PCP) given by (2), Fast RPCA (fRPCA) (Yi et al., 2016) ,
Accelerated Alternating Projections (AccAltProj) (Cai et al., 2019) and Scaled Gradient
Descent (ScaledGD) (Tong et al., 2021). All experiments were performed using synthetic
data, and run on MIT’s Supercloud Cluster (Reuther et al., 2018), which hosts Intel Xeon
Platinum 8260 processors. The maximum RAM used across all trials was 192GB. To bridge
the gap between theory and practice, we have made our code freely available on GitHub at
github.com/NicholasJohnson2020/SparseLowRankSoftware. For experiments involving
AccAltProj, we employ the MATLAB implementation of the method written by Cai et al.
(2019) which is available publicly at https://github.com/caesarcai/AccAltProj_for_

RPCA/tree/master.

We aim to answer the following questions:

1. How does the performance of Algorithm 1 compare to state-of-the-art convex and
non-convex methods such as GoDec, S-PCP, AccAltProj, fRPCA and ScaledGD?

2. How does the performance of the accelerated implementation of Algorithm 1 (de-
scribed in Section 6.4) compare to its exact implementation?

3. How is the performance of Algorithm 1 affected by the dimension of the data matrix
D, the signal-to-noise level, the rank of the underlying low-rank matrix, and the
sparsity of the underlying sparse matrix?

4. How does the performance of Algorithm 2 compare to Algorithm 1?

6.1 Synthetic Data Generation

All experiments were performed using synthetic data. To generate a synthetic data matrix
D, we first fix a problem dimension n, a desired rank for the low-rank matrix k0, a desired
sparsity for the sparse matrix k1 and a value σ > 0 that controls the signal to noise
ratio. Next, we generate a random rank k0 matrix and k1 sparse matrix. To generate
the low-rank matrix L ∈ Rn×n, we set L = V V T where V ∈ Rn×k0 and Vij ∼ N(0, σ

2

n ).
To generate the sparse matrix S ∈ Rn×n, we randomly select a symmetric set of indices
S ⊂ {(i, j) : 1 ≤ i, j ≤ n} with cardinality |S| = k1 and let Sij ∼ U(−5, 5) if (i, j) ∈ S and
Sij = 0 otherwise. Finally, we set D = L+ S +N where Nij = Nji ∼ N(0, 1). Note that
this data generation process is similar to that employed by Candès et al. (2011).

6.2 Hyperparameter Tuning

We tune the hyperparameters of Algorithm 1, fRPCA, and ScaledGD using 30-fold cross-
validation, as proposed by Owen and Perry (2009). For each fold, we randomly sample l
columns and rows from the input data matrix D and permute the columns and rows of

D to obtain D̃ =

(
Dval DUR

DLL Dtrain

)
where Dval ∈ Rl×l is the submatrix corresponding to

the randomly sampled rows and columns of D, Dtrain ∈ R(n−l)×(n−l), and DUR,D
T
LL ∈

Rl×(n−l). We set l = bn · (1 −
√

0.7)c so that the training set Dtrain contains at least 70%
of the input data. For a given choice of hyperparameters, we perform a SLR decomposition
on Dtrain. Letting X̂ denote the estimated low-rank matrix, we compute the validation
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score for a single fold as ‖Dval−DURX̂
†DLL‖F 2

‖Dval‖F 2 . The final validation score for a given set of

hyperparameters is the average over 30 folds.

For experiments reported in Section 6.3 and Section 6.4, we tune the hyperparame-

ters (λ, µ) for Algorithm 1 from the collection
(

10−2
√
n
, 10−1
√
n
, 100√

n
, 101√

n

)
×
(

10−2
√
n
, 10−1
√
n
, 100√

n
, 101√

n

)
and we set the hyperparameter γ = α k1

n2 for fRPCA and ScaledGD where α is tuned (in-
dependently for each method) from the collection (0.01, 0.05, 0.1, 0.5, 1, 2, 4, 6, 8, 10). For
subsequent experiments in Section 6.1 and beyond, the hyperparameters of Algorithm 1,
fRPCA, and ScaledGD are fixed respectively to the best-performing hyperparameters se-
lected via cross-validation in Section 6.3 and Section 6.4. For experiments employing Algo-
rithm 2, we set λ = µ = 1√

n
. We terminate Algorithm 1, GoDec, fRPCA, and ScaledGD

when ft−1−ft
ft

< 0.001 where ft denotes the objective value achieved by the estimate of the
low-rank matrix X and the sparse matrix Y at iteration t.

6.3 A Comparison Between the Performance of Algorithm 1, GoDec, S-PCP,
AccAltProj, fRPCA and ScaledGD

We present a comparison of Algorithm 1, GoDec, S-PCP, AccAltProj, fRPCA, and
ScaledGD as we vary the dimension n of the input data matrix D, the rank k0 of the
underlying low-rank matrix L and the sparsity level k1 of the underlying sparse matrix S.
We report results for the exact implementations of Algorithm 1 (“Alg 1 Exact”) and GoDec
where the singular value decomposition is computed exactly at each step. We fix σ = 10
across all trials. For each value of (n, k0, k1), we perform 10 trials.

In Table 2, we report the low-rank matrix reconstruction error (L Error) of each method
and the rank and sparsity of the solution returned by S-PCP. Let L̂ denote the low-rank
matrix returned by one of the five methods. We define the low-rank matrix reconstruction

error to be
‖L̂−L‖2F
‖L‖2F

. Let L̂ and Ŝ denote the low-rank and sparse matrices returned by

S-PCP. We define the rank of a solution returned by S-PCP to be
∑n

i=1 1{σi(L̂) > 10−2},
the number of singular values of L̂ that are greater than 10−2. Similarly, we define the
sparsity of a solution returned by S-PCP to be

∑
ij 1{Ŝij > 10−2}, the number of entries

of Ŝ that are greater than 10−2.

For every parameter configuration explored, Algorithm 1 outperforms all benchmark
methods by producing a solution that has a comparable although slightly lower low-rank
matrix reconstruction error and a lower sparse matrix reconstruction error. Moreover, the
solutions returned by S-PCP always have an average rank that is far greater than the target
rank k0 and a sparsity level that is far greater than the target sparsity level k1. Further,
the numerical threshold used to compute the rank and sparsity of S-PCP solutions, 10−2,
is quite generous. Indeed, using a more common, more restrictive threshold for numerical
tolerance would further amplify this discrepancy.

In Table 3, we report the low-rank matrix reconstruction error of each method, the
bound gap between the solution returned by Algorithm 1 and the solution of (20), and
the time required to solve (20). Letting f̂ denote the objective value achieved by the
solution returned by Algorithm 1 and letting f∗ denote the optimal value of (20), we define

the bound gap as f̂−f∗
f̂

. Thus, not only does Algorithm 1 outperform S-PCP, GoDec,
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fRPCA and ScaledGD, but, by using the relaxation given by (20), we obtain a certificate
of Algorithm 1’s instance-wise quality.

6.4 An Accelerated Implementation of Algorithm 1 and its Performance

As noted in Section 3, the main bottleneck in our implementation of Algorithm 1 is the
singular value decomposition step that must be performed at each iteration. One commonly
proposed technique in the literature to circumvent this difficulty is to employ a randomized
SVD (c.f. Halko et al., 2011), which computes a low-rank matrix less accurately but in
significantly less time than via an exact SVD. Accordingly, in this section, we investigate
the use of a randomized SVD in Algorithm 1 (“Alg 1 Acc”) against an exact SVD step (“Alg
1 Exact”). In the accelerated implementation of Algorithm 1, we compute a randomized
SVD at every iteration except the final one, where we employ an exact SVD.

We now present a comparison of the exact and accelerated implementations of Algorithm
1 as we vary the dimension n of the input data matrix D, the rank k0 of the underlying
low-rank matrix L and the sparsity level k1 of the underlying sparse matrix S. We fix
σ = 10 across all trials. For each value of (n, k0, k1), we performed 10 trials.

In Table 4, we report the low-rank matrix reconstruction error and the execution time
of the exact and accelerated implementations of Algorithm 1. The execution time reported
is the average total runtime of each method which includes the time required to perform
cross-validation for the hyperparameters λ and µ. The exact implementation of Algorithm
1 produces a lower reconstruction error than the accelerated implementation across all
trials. This behavior is expected given that at each iteration, the exact implementation
of Algorithm 1 solves the low-rank subproblem (12) to optimality, whereas the accelerated
implementation only computes a high-quality solution to this subproblem (except at the
last step). Further, across all trials, the accelerated implementation of Algorithm 1 has a
faster average execution time than the exact implementation, which is consistent with the
O(n2 log k) complexity of the low-rank update in the accelerated implementation compared
to the O(n2k) complexity in the exact implementation.

6.5 Scalability of Algorithm 1

We present a comparison of Algorithm 1 with GoDec, AccAltProj and ScaledGD as we
vary the dimension of the input data matrix D ∈ Rn×n. We report results for the exact
implementations of Algorithm 1 and GoDec. For the first experiment, we fixed k0 = 5,
k1 = 500, σ = 10 across all trials, considered values of n ∈ {200, 250, 300, ..., 1000}, and
performed 50 trials for each n. For the second experiment, we fixed k0 = 2, k1 = 500,
σ = 10, considered values of n ∈ {2000, 4000, ..., 10000}, and performed 5 trials for each n.

We fixed the hyperparameters (λ, µ) =
(

0.1√
n
, 10√

n

)
(resp. γ = k1

2n2 ) for Algorithm 1 (resp.

ScaledGD) for these and all subsequent experiments.

We report the low-rank matrix reconstruction error, the sparse matrix reconstruction
error, the sparse support discovery rate, and the execution time for each method in Figures
1–2. We additionally report the low-rank matrix reconstruction error, the sparse matrix
reconstruction error and the execution time for Algorithm 1, GoDec and ScaledGD in
Table 5 of Appendix D. Let Ŝ denote the sparse matrix returned by either Algorithm 1
or GoDec. We define the sparse matrix reconstruction error analogously to the low-rank

matrix reconstruction error as
‖Ŝ−S‖2F
‖S‖2F

. Let I(S) = {(i, j) : Sij 6= 0} denote the support of
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the sparse matrix S, i.e., the set of indices for which the matrix S takes non zero values.
Then, we define the sparse support discovery rate to be 1

k1

∑
(i,j)∈I(S) 1(Ŝij 6= 0). The

execution time reported is the average runtime for a single trial of a given method. We note
that if AccAltProj were implemented in Julia, it would very likely exhibit more favorable
runtimes than its publicly available MATLAB implementation (Bezanson et al., 2017). The
performance metric of greatest interest is the low-rank matrix reconstruction error followed
by the sparse matrix reconstruction error.

200 400 600 800 1000
Matrix Dimension

0.1

0.2

0.3

0.4

L
 E

rr
or

Low Rank Matrix Error

200 400 600 800 1000
Matrix Dimension

0

50

100

150

200

S 
E

rr
or

Sparse Matrix Error

200 400 600 800 1000
Matrix Dimension

0.2

0.4

0.6

0.8

1.0

T
ru

e 
D

is
co

ve
ry

 R
at

e

Sparse Support Discovery Rate

200 400 600 800 1000
Matrix Dimension

0

1

2

3

T
im

e 
(s

)

Execution Time

GoDec
Alg 1 Exact
ScaledGD
AccAltProj

Figure 1: Low-rank matrix reconstruction error (top left), sparse matrix reconstruction
error (top right), sparse support discovery rate (bottom left) and execution time
(bottom right) versus n with k0 = 5, k1 = 500 and σ = 10. Averaged over 50
trials for each parameter configuration.

Our main findings from this set of experiments are:

1. Algorithm 1 outperforms GoDec, AccAltProj and ScaledGD across most trials by
obtaining lower sparse and low-rank reconstruction errors, while having a comparable
execution time.

2. The low-rank matrix reconstruction error scales linearly with matrix dimension for
Algorithm 1, AccAltProj, ScaledGD, and GoDec. It can be shown that for our data
generation process, limn→∞ E[‖L‖2F ] = C(k0, σ) where C(k0, σ) is a constant that
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depends only on the rank of L and the signal-to-noise level. This implies that for all
methods, E[‖L̂−L‖2F ] is Θ(n).

3. The sparse matrix reconstruction error appears to scale linearly with matrix dimension
for Algorithm 1, ScaledGD, and GoDec, while scaling superlinearly with the matrix
dimension for AccAltProj. Note that AccAltProj does not allow the cardinality of the
sparse matrix to be explicitly constrained. Accordingly, AccAltProj tends to return
a sparse matrix that is considerably denser than the desired level. This produces a
high sparse support discovery rate (true positive rate) at the expense of a high false
discovery rate.. The sparse support discovery rate declines as the matrix dimension
increases for GoDec and Algorithm 1in the regime investigated in Figure 1. ScaledGD
underperforms GoDec and Algorithm 1 with respect to sparse support discovery rate
in low-dimensional settings (Figure 1) but outperforms in high-dimensional settings
(Figure 2). This is to be expected as with increasing matrix dimension while k1 is
held fixed, it becomes increasingly difficult to identify the underlying sparsity pattern.
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Figure 2: Low-rank matrix reconstruction error (top left), sparse matrix reconstruction
error (top right), sparse support discovery rate (bottom left) and execution time
(bottom right) versus n with k0 = 2, k1 = 500 and σ = 10. Averaged over 5 trials
for each parameter configuration.
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6.6 Sensitivity to Noise

We present a comparison of Algorithm 1 with GoDec, AccAltProj and ScaledGD as we vary
the signal to noise level σ of the input data matrix D. Large values of σ correspond to a
greater signal in the low-rank matrix L compared to the perturbation matrix N . We report
results for the exact implementations of Algorithm 1 and GoDec that exactly compute the
singular value decomposition step. We fixed n = 100, k0 = 5, k1 = 500 across all trials and
considered values of σ ∈ {1, 2, 3, ..., 30}. For each value of σ, we performed 50 trials.

We report the low-rank matrix reconstruction error, the sparse matrix reconstruction
error, the sparse support discovery rate, and the execution time for each method in Figure 3.
Figure 3 includes only results for values of σ ∈ [10, 30] to aid visualization due to significant
differences in scale between these results and those for σ ∈ [1, 10]. We report the results for
the full range σ ∈ [1, 30] in Figure 8 of Appendix D.
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Figure 3: Low-rank matrix reconstruction error (top left), sparse matrix reconstruction
error (top right), sparse support discovery rate (bottom left) and execution time
(bottom right) versus σ with n = 100, k0 = 5 and k1 = 500. Averaged over 50
trials for each parameter configuration.

Our main findings from this set of experiments are:

1. Consistent with previous experiments, Algorithm 1 outperforms GoDec, AccAltProj
and ScaledGD across most trials by obtaining a lower sparse and low-rank matrix
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reconstruction error while maintaining a comparable execution time and exhibiting
superior sparse support discovery rates (compared to GoDec and ScaledGD). The
superior performance of Algorithm 1 relative to GoDec becomes more extreme as the
signal-to-noise ratio increases.

2. The low-rank reconstruction error of Algorithm 1 decreases as σ increases. This is
consistent with the intuition that larger values of σ correspond to easier problem
instances, so it should be easier to recover the low-rank matrix. Further, the plotted
trend suggests that should σ be further increased, Algorithm 1 would exactly recover
L. Somewhat surprisingly, the performance of GoDec appears to break down at higher
levels of σ. The sparse matrix reconstruction error of Algorithm 1 also declines as
σ increases, whereas that of GoDec again breaks down. ScaledGD exhibits a poor
sparse recovery rate in these experiments.

3. The sparse support discovery rate of Algorithm 1 slightly declines as σ increases,
whereas that of GoDec drops sharply. Though one might expect the sparse support
discovery rate to increase with the signal-to-noise level, recall that σ controls the
signal-to-noise level of the low-rank matrix compared to the noise matrix and not
that of the sparse matrix. Consequently, as σ increases, it should become easier to
recover the low-rank matrix but more difficult to recover the sparse matrix.

6.7 Sensitivity to Rank

We present a comparison of Algorithm 1 with GoDec, AccAltProj and ScaledGD as we
vary the rank k0 of the underlying low-rank matrix L. We report results for the exact
implementations of Algorithm 1 and GoDec that exactly compute the singular value de-
composition step. We fixed n = 100, k1 = 500, σ = 10 across all trials and considered
values of k0 ∈ {2, 4, 6, ..., 50}. For each value of k0, we performed 50 trials.

We report the low-rank matrix reconstruction error, the sparse matrix reconstruction
error, the sparse support discovery rate, and the runtime for each method in Figure 4.

Our main findings from this set of experiments are:

1. Consistent with previous experiments, Algorithm 1 outperforms GoDec, AccAltProj
and ScaledGD across all trials by obtaining a lower low-rank matrix reconstruction
error and sparse matrix reconstruction error while having a lesser (in the case of
GoDec and AccAltProj) or comparable (in the case of ScaledGD) execution time and
exhibiting superior sparse support discovery rates than GoDec and ScaledGD. The
superior performance of Algorithm 1 becomes more extreme as the rank increases.

2. The low-rank reconstruction error of Algorithm 1 and that of AccAltProj decrease
as k0 increases whereas the low-rank reconstruction error of GoDec increases with
increasing k0 and that of ScaledGD remains roughly constant.

3. Algorithm 1’s and ScaledGD’s sparse matrix reconstruction error increases slightly,
while GoDec’s error increases significantly and AccAltProj’s decreases slightly.

6.8 Sensitivity to Sparsity

We present a comparison of Algorithm 1 with GoDec, AccAltProj and ScaledGD as we
vary the sparsity level k1 of the underlying sparse matrix S. We report results for the
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Figure 4: Low-rank matrix reconstruction error (top left), sparse matrix reconstruction
error (top right), sparse support discovery rate (bottom left) and execution time
(bottom right) versus k0 with n = 100, k1 = 500 and σ = 10. Averaged over 50
trials for each parameter configuration.

exact implementations of Algorithm 1 and GoDec that exactly compute the singular value
decomposition step. We fixed n = 100, k0 = 5, σ = 10 across all trials and considered
values of k1 ∈ {50, 100, 150, ..., 1000}. For each value of k1, we performed 50 trials.

We report the low-rank matrix reconstruction error, the sparse matrix reconstruction
error, the sparse support discovery rate, and the runtime for each method in Figure 5.

Our main findings from this set of experiments are:

1. Consistent with previous experiments, Algorithm 1 outperforms GoDec, AccAltProj
and ScaledGD across all trials by obtaining a lower low-rank matrix reconstruction
error and sparse matrix reconstruction error while having a lesser execution time.
Algorithm 1 also exhibits a superior accuracy rate than GoDec and ScaledGD.

2. The low-rank reconstruction error of Algorithm 1, GoDec, AccAltProj and ScaledGD
increase as k1 increases. This is consistent with the intuition that as the sparsity of
the underlying spare matrix increases, it becomes more difficult to identify the true
low-rank matrix.
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Figure 5: Low-rank matrix reconstruction error (top left), sparse matrix reconstruction
error (top right), sparse support discovery rate (bottom left) and execution time
(bottom right) versus k1 with n = 100, k0 = 5 and σ = 10. Averaged over 50
trials for each parameter configuration.

3. The sparse matrix reconstruction error of Algorithm 1, ScaledGD, AccAltProj and
GoDec decline as k1 increases.

6.9 Performance of Algorithm 2

We report the performance of Algorithm 2 on several problem instances. In these
experiments, calls that Algorithm 2 make to Algorithm 1 employ the exact implementation
of Algorithm 1. We fix σ = 10 and set ε = 0.05, meaning that Algorithm 1 terminates
when it has computed a solution to (1) that is certifiably within 5% of the globally optimal
solution. We report the optimality gap between the root node upper bound and the root
node lower bound, the total number of nodes explored, and the execution time of Algorithm
2 for 14 problem instances in Table 1.

As expected, when the root node optimality gap is less than ε, no additional nodes are
explored. The total number of possible terminal nodes in any branch-and-bound instance

is equal to the number of distinct sparsity patterns, given by
(
n2

k1

)
. This implies that the
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Table 1: Performance of Algorithm 2 for ε = 0.05. Reported root node gap is a percentage.

N k0 k1 Root Node Gap Nodes Explored Time (s)

10 1 10 5.66 3 41
10 1 15 2.94 1 43
10 2 20 2.37 1 43
15 1 22 7.34 33 58
15 2 33 5.08 3 47
15 3 45 3.26 1 40
20 1 20 5.48 5 44
20 2 40 6.44 123 126
20 3 60 4.33 1 40
20 4 80 4.15 1 41
25 1 31 7.43 205 479
25 2 62 8.30 14709 28977
25 3 93 6.60 1053 2485
25 5 125 7.50 653 1631

total number of possible nodes in any branch-and-bound instance is given by 2 ·
(
n2

k1

)
−1. In

the case of the last instance given in Table 1, this quantity is roughly equal to 5.3× 10134.
Thus, the results of Table 1 indicate that Algorithm 2 is able to prune the vast majority
of possible nodes in the branch-and-bound tree. We note that the execution time explodes
as the number of nodes explored increases. One of the main limitations of the current
implementation of Algorithm 2 is that it requires solving (35), a semidefinite optimization
problem, at every node that is explored. This becomes a computational bottleneck as the
most efficient interior point solvers for SDPs exhibit poor scaling.

Figure 6 illustrates that Algorithm 2 only occasionally updates the global upper bound
and that the vast majority of computational time is spent certifying optimality. This be-
havior is consistent across all problem instances in which the root node upper bound is
not already ε optimal. Moreover, Figure 7 illustrates that Algorithm 2 successfully solves
instances where n = 15 for all values of σ, and is fastest when there is the least amount of
noise.

6.10 Summary of Findings From Numerical Experiments

We are now in a position to answer the four questions introduced at the start of this section.
Our findings are as follows:

1. Algorithm 1 outperforms GoDec across all trials by obtaining a lower low-rank ma-
trix reconstruction error and sparse matrix reconstruction error while having a lesser
execution time and exhibiting superior sparse support discovery rates. The superior
performance of Algorithm 1 is most extreme in regimes where the signal-to-noise level
σ is high and separately when the rank k0 of the underlying low-rank matrix is high.
Further, Algorithm 1 outperforms S-PCP, AccAltProj and fRPCA across all trials
by obtaining lower low-rank and sparse matrix reconstruction errors. With cross-

33



Bertsimas, Cory-Wright and Johnson

61121
Nodes Explored

410

420

430

440
O

bj
ec

tiv
e

sigma = 5

11631
Nodes Explored

1100
1110
1120
1130
1140
1150

O
bj

ec
tiv

e

sigma = 10

1177
Nodes Explored

2980

3000

3020

3040

3060

O
bj

ec
tiv

e

sigma = 15

275
Nodes Explored

11550
11600
11650
11700
11750
11800

O
bj

ec
tiv

e

sigma = 20

Figure 6: Algorithm 2 upper and lower bound evolution (for a single instance) for σ = 5
(top left), σ = 10 (top right), σ = 15 (bottom left) and σ = 20 (bottom right)
with n = 15, k0 = 1, k1 = 22 and ε = 0.01.

validation, Algorithm 1 obtains low-rank matrices with a lower rank and a comparable
reconstruction error than ScaledGD, and with a rank constraint on both methods it
obtains a lower low-rank error that ScaledGD on all but 3 trials. Moreover, it always
achieves a lesser sparse matrix reconstruction error than ScaledGD.

2. The exact implementation of Algorithm 1 outperforms the accelerated implementation
by achieving a lower reconstruction error across all trials. However, across all trials,
the accelerated implementation of Algorithm 1 has a faster average execution time
than the exact implementation.

3. (a) Increasing the matrix dimension n results in linear increases in the low-rank
matrix reconstruction error and the sparse matrix reconstruction error for Al-
gorithm 1, GoDec and ScaledGD. Increasing the matrix dimension n results in
a linear increase in the low-rank matrix reconstruction error and a superlinear
increase in the sparse matrix reconstruction error for AccAltProj. The sparse
support discovery rate decreases with n for Algorithm 1 and GoDec while the
execution time of each method scales superlinearly with n.

(b) The low-rank matrix and sparse matrix reconstruction errors of Algorithm 1,
AccAltProj and ScaledGD decrease with increasing values of σ and that of Al-
gorithm 1 appears to converge towards 0. The sparse support discovery rate of
Algorithm 1 decreases slightly with σ while its execution time remains roughly
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Figure 7: Algorithm 2 root node upper and lower bound (top left), root node optimality gap
(top right), number of nodes explored (bottom left) and execution time (bottom
right) versus σ with n = 15, k0 = 1, k1 = 50 and ε = 0.01.

constant. Conversely, the low-rank matrix and sparse matrix reconstruction er-
rors of GoDec explode for large values of σ. GoDec’s sparse support discovery
rate declines sharply in the high signal-to-noise level regime. ScaledGD gener-
ally has poor sparse support discovery.AccAltProj tends to exhibit high sparse
support discovery rate because the sparse matrix selected by AccAltProj is in
general substantially more dense than the ground truth sparse matrix.

(c) Increasing the rank of the low-rank matrix results in a slight decrease in the
low-rank matrix reconstruction error and a slight increase in the sparse matrix
reconstruction error for Algorithm 1 and ScaledGD. In contrast, the low-rank
matrix and sparse matrix reconstruction errors grow superlinearly for GoDec
with increasing rank. The sparse support discovery rate , of Algorithm 1, GoDec
and ScaledGD, and the execution time of all methods grow with increasing rank.

(d) Algorithm 1, ScaledGD and GoDec exhibit similar behaviour as a function of
sparsity k1. As the sparsity level of the underlying sparse matrix increases, the
low-rank matrix reconstruction error, sparse support discovery rate, and execu-
tion time of each of these methods increase while the sparse matrix reconstruction
error decreases.

4. Algorithm 2 solves (1) to certifiable optimality for small problem instances (up to
n = 25) in reasonable wall clock time. The majority of Algorithm 2’s execution time is
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spent certifying optimality. This implies that the final solution returned by Algorithm
2 is, in general, only marginally better than the solution returned by Algorithm 1.

7. Conclusion

In this paper, we introduced a novel formulation (1) for SLR that exploits discreteness and
leverages regularization. We presented Algorithm 1, an alternating minimization heuristic
that can compute high-quality feasible solutions to (1) and can scale to n = 10000 in
minutes. We developed a strong semidefinite relaxation (20) that can certify the quality of
the solutions returned by Algorithm 1. Finally, we presented Algorithm 2, a branch-and-
bound method that solves (1) to certifiable near-optimality and scales to n = 25 in minutes.
Moreover, we established sufficient conditions under which Algorithm 2 is optimal. Further
work could focus on increasing the scalability of our branch-and-bound method. When
executing Algorithm 2, a semidefinite optimization problem must be solved at every node
in the branch-and-bound tree to compute a lower bound. This computation is quite costly.
A possible extension would be to compute a second-order cone lower bound at each node
which would be more scalable at the expense of being less tight. Algorithm 2 can also
potentially be further improved by adopting an alternate branching rule.
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Appendix A. SLR Formulation Properties Omitted Proofs

Recall that Proposition 1 states that f(X,Y ) = ‖D −X − Y ‖2F + λ‖X‖2F + µ‖Y ‖2F is
jointly m-strongly convex in (X,Y ). We prove this fact below:
Proof Consider any two points (X1,Y1), (X2,Y2) ∈ Rn×n × Rn×n and any t ∈ [0, 1]. We
have

g(tX1 + (1− t)X2, tY1 + (1− t)Y2) = ‖D − tX1 + (1− t)X2 − tY1 + (1− t)Y2‖2F+

(λ−min(λ, µ))‖tX1 + (1− t)X2‖2F + (µ−min(λ, µ))‖tY1 + (1− t)Y2‖2F
(λ−min(λ, µ))‖tX1 + (1− t)X2‖2F + (µ−min(λ, µ))‖tY1 + (1− t)Y2‖2F

≤ t ·
[
‖D −X1 − Y1‖2F + (λ−min(λ, µ))‖X1‖2F + (µ−min(λ, µ))‖Y1‖2F

]
+

(1− t)
[
‖D −X2 − Y2‖2F + (λ−min(λ, µ))‖X2‖2F + (µ−min(λ, µ))‖Y2‖2F

]
= t · g(X1, Y1) + (1− t) · g(X2, Y2).

Recall that Proposition 2 states that f(X,Y ) = ‖D−X −Y ‖2F + λ‖X‖2F + µ‖Y ‖2F is
L-Lipschitz continuous in (X,Y ). We prove this fact below:
Proof To establish Proposition 2, it suffices to show that h(X,Y ) = L

2 (‖X‖2F + ‖Y ‖2F )−
f(X,Y ) is convex for L = 2 ·max(λ, µ) + 6. We have

h(X, Y ) =
L

2
(‖X‖2F + ‖Y ‖2F )− λ‖X‖2F − µ‖Y ‖2F − ‖D −X − Y ‖2F

=

(
L

2
− λ− 1

)
‖X‖2F +

(
L

2
− µ− 1

)
‖Y ‖2F + 2

(
〈D,X〉+ 〈D,Y 〉 − 〈X,Y 〉

)
− ‖D‖2F

=

(
L

2
− λ− 2

)
‖X‖2F +

(
L

2
− µ− 2

)
‖Y ‖2F + ‖X − Y ‖2F+

2
(
〈D,X〉+ 〈D,Y 〉+ ‖D‖2F

)
− 3‖D‖2F

=

(
L

2
− λ− 3

)
‖X‖2F +

(
L

2
− µ− 3

)
‖Y ‖2F + ‖X − Y ‖2F+

‖X −D‖2F + ‖Y −D‖2F − 3‖D‖2F .

Taking L = 2 · max(λ, µ) + 6, we have L
2 − λ − 3 = max(λ, µ) − λ ≥ 0 and L

2 − µ − 3 =
max(λ, µ)−µ ≥ 0. Thus, we have written h(X,Y ) as the sum of convex quadratic functions
of (X,Y ) which immediately implies h(X,Y )’s joint convexity.

Recall that Proposition 3 states if we let Uλ(X) = {∆ ∈ Rn×n : ‖∆‖F ≤ λ‖X‖F } for
X ∈ Rn×n, λ > 0, then (8) is equivalent to (9). We prove this result below:
Proof Consider the inner maximization problem in (8) and first note that by applying the
triangle inequality for the Frobenius norm, we have

max
∆1∈Uλ(X)
∆2∈Uµ(Y )

‖D + ∆1 + ∆2 −X − Y ‖F ≤ ‖D −X − Y ‖F + λ‖X‖F + µ‖Y ‖F .
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Next, note that by taking

∆∗1 =
D −X − Y
‖D −X − Y ‖F

· λ‖X‖F , and

∆∗2 =
D −X − Y
‖D −X − Y ‖F

· µ‖Y ‖F ,

the upper bound on the maximization problem is attained:

‖D + ∆∗1 + ∆∗2 −X − Y ‖F =

∣∣∣∣∣∣∣∣(D −X − Y ) ·
(

1 +
λ‖X‖F + µ‖Y ‖F
‖D −X − Y ‖F

)∣∣∣∣∣∣∣∣
F

= ‖D −X − Y ‖F + λ‖X‖F + µ‖Y ‖F .

The proof is concluded by noting that we have ∆∗1 ∈ Uλ(X) and ∆∗2 ∈ Uµ(Y ).

We now provide a formal proof of Proposition 4:
Proof Let us rewrite Problem (1) as

min
X,Y ,U ,V

‖D −X − Y ‖2F + λ‖U‖2F + µ‖V ‖2F

s.t. Rank(X) ≤ k0, ‖Y ‖0 ≤ k1,X = U ,Y = V ,

and associate matrices of dual multipliers α,β with the linear constraints X = U and
Y = V respectively. Then, this problem can be rewritten as

min
X,Y

min
U ,V

max
α,β

‖D −X − Y ‖2F + λ‖U‖2F + µ‖V ‖2F + 〈α,X −U〉+ 〈β,Y − V 〉

s.t. Rank(X) ≤ k0, ‖Y ‖0 ≤ k1.

Therefore, let us fix X,Y and use a standard minimax theorem (see, e.g., Bertsekas, 2016,
Chap. 6) to exchange the order of minimizing U ,V and maximizing α,β. This gives the
following subproblem in U ,V for a fixed α,β:

min
U ,V

λ‖U‖2F + µ‖V ‖2F + 〈α,−U〉+ 〈β,−V 〉.

By differentiating and setting the gradient to zero, it is not too hard to see that this sub-
problem takes the value −1

4λ ‖α‖
2
F −

1
4µ‖β‖

2
F . This implies the result.

Recall that Proposition 5 establishes that (1) reduces to regularized matrix completion
with Ω = {(i, j) : Zij = 0} where Z denotes a valid sparsity pattern and we take µ = 0.
We prove this result below:
Proof Given a valid sparsity pattern Z and letting Ω = {(i, j) : Zij = 0}, Problem (1) can
be expressed as

min
X,Y ∈Rn×n

λ‖X‖2F +
∑

(i,j)∈Ω

(Dij −Xij − Yij)2 + µY 2
ij +

∑
(i,j)/∈Ω

(Dij −Xij − Yij)2 + µY 2
ij

s.t. Rank(X) ≤ k0, Yij = 0 ∀ (i, j) ∈ Ω.
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Simple unconstrained minimization gives Yij =
Dij−Xij

1+µ for (i, j) /∈ Ω. Using this relation-
ship, Problem (1) can be further simplified to

min
X∈Rn×n

λ · ‖X‖2F +
∑

(i,j)∈Ω

(Dij −Xij)
2 +

µ

1 + µ
·
∑

(i,j)/∈Ω

(Dij −Xij)
2·

s.t. Rank(X) ≤ k0.

(36)

The result then follows by observing that the last term in the objective function of (36)
disappears when µ = 0. Moreover, if we take λ = 0, then (36) exactly becomes (11).

We now provide a formal proof of Proposition 11:
Proof First, note that given the full sparsity pattern, the iterates (XAM

t ,Y AM
t ) produced

by Algorithm 1 satisfy Y AM
t+1 = S∗ ◦

(
D−XAM

t
1+µ

)
and XAM

t+1 = 1
1+λPΩ(D − Y AM

t+1 ). This

implies that

XAM
t+1 = PΩ

(
1

1 + λ

[
D − S∗ ◦

(
D −XAM

t

1 + µ

)])
. (37)

Next, note that the gradient of g(Xt) is given by

∇g(Xt) = 2

(
(1 + λ)Xt −D + S∗ ◦

(
D −Xt

1 + µ

))
.

The result follows by noting that the Projected Gradient Descent update Xt+1 = PΩ(Xt−
η∇g(Xt)) is the same as the update given by (37) when η = 1

2(1+λ) .

We now provide a formal proof of Proposition 14:
Proof We show that given a feasible solution to (18), we can construct a feasible solution
to (1) that achieves the same objective value and vice versa.

Consider an arbitrary feasible solution (X̄, Ȳ , Z̄, P̄ ) to (18). Since Z̄ ∈ Zk1 and Ȳ =
Z̄◦Ȳ , we have ‖Ȳ ‖0 ≤ k1. Moreover, since P̄ ∈ Pk0 and X̄ = P̄ X̄, we have Rank(X̄) ≤ k0.
Thus, (X̄, Ȳ ) is feasible to (1). Since both (18) and (1) have the same objective function,
(X̄, Ȳ ) achieves the same objective in (1) as (X̄, Ȳ , Z̄, P̄ ) does in (18).

Consider an arbitrary feasible solution (X̄, Ȳ ) to (1). Let Z̄ ∈ {0, 1}n×n be the binary
matrix such that Z̄ij = 1 if Ȳij 6= 0 and Z̄ij = 0 otherwise. Further, let P̄ = UUT where
X̄ = UΣV T is a singular value decomposition of X̄. By construction, we have Z̄ ∈ Zk1
and P̄ ∈ Pk0 since ‖Ȳ ‖0 ≤ k1 and Rank(X̄) ≤ k0. Thus, (X̄, Ȳ , Z̄, P̄ ) is feasible to (18)
and achieves the same objective as (X̄, Ȳ ) does in (1). This completes the proof.

We now provide a formal proof of Theorem 15:
Proof Clearly Problem (20) is a convex optimization problem. We will show that given any
feasible solution to Problem (1), we can construct a feasible solution to (20) that achieves
the same objective value.

Consider an arbitrary feasible solution (X̄, Ȳ ) to (1). Let Z̄ ∈ {0, 1}n×n be the binary
matrix such that Z̄ij = 1 if Ȳij 6= 0 and Z̄ij = 0 otherwise and let ᾱ ∈ Rn×n be the
matrix such that ᾱij = Ȳ 2

ij . Further, let P̄ = UUT where X̄ = UΣV T is a singular value
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decomposition of X̄ and let Θ̄ = X̄T X̄. By construction, we have Z̄ ∈ Zk1 and P̄ ∈ Pk0
since ‖Ȳ ‖0 ≤ k1 and Rank(X̄) ≤ k0 which implies that tr(EZ̄) ≤ k1, 0 ≤ Z̄ ≤ 1, P̄ �
0, I− P̄ � 0 and tr(P̄ ) ≤ k0. It is straightforward to see that we have Ȳ 2

ij ≤ ᾱijZ̄ij ∀ (i, j).

Finally, we have Θ̄ = X̄T X̄ = X̄T P̄ X̄ = X̄T P̄ †X̄ so we have

(
Θ̄ X̄
X̄T P̄

)
� 0. Thus, we

have shown that (X̄, Ȳ , Z̄, P̄ , Θ̄, ᾱ) is feasible to (20). This achieves an objective of

‖D − X̄ − Ȳ ‖2F + λtr(Θ̄) + µtr(Eᾱ) = ‖D − X̄ − Ȳ ‖2F + λtr(X̄T X̄) + µ
∑
ij

Ȳ 2
ij

= ‖D − X̄ − Ȳ ‖2F + λ‖X̄‖2F + µ‖Ȳ ‖2F .

which is the same objective achieved by (X̄, Ȳ ) in (1). This completes the proof.

Appendix B. Alternative Proof of Proposition 6

Proof Clearly,X∗ is feasible for (12). Let P ∗ = Uk0U
T
k0

and Θ∗ = X∗TX∗. As established
in the proof of Theorem 16, (X∗,P ∗,Θ∗) is feasible to (21) and achieves the same objective
as X∗ does in (12). We prove Proposition 6 by deriving the dual of (21) and constructing
a dual feasible solution that achieves the same objective value as (X∗,P ∗,Θ∗) achieves
in (21). By duality, this then implies that (X∗,P ∗,Θ∗) is optimal for (21) which in turn
implies that X∗ is optimal for (12).

The dual of (21) is given by

max
A,B∈Sn+,σ≥0

‖D̄‖2F + σ(n− k0)− tr(B)

s.t. (1 + λ)I � A, B � σI,
(
A D̄
D̄T B

)
� 0.

(38)

Let {φi}ni=1 denote the collection of singular values of D̄ in non-increasing order (so that
φi ≥ φi+1 ∀ i). Let σ∗ = 1

1+λφ
2
k0

. Let ν∗i = 1
1+λφ

2
i ∀ i < k0 and let ν∗i = σ∗ ∀ k0 ≤ i ≤ n.

Let A∗ = (1 +λ)I and B∗ = UDiag(ν)UT where D̄ = UΦUT is a spectral decomposition
of D̄ and Diag(ν) denotes the n × n diagonal matrix with diagonal entries given by the
entries of ν. Note that the solution (A∗,B∗, σ∗) is feasible to (38). To see this, observe
that by construction, we have A∗,B∗ ∈ Sn+, σ∗ ≥ 0, and (1 + λ)I � A∗. Moreover, since
{φi}ni=1 are in non-increasing order, we have mini νi ≥ σ∗ which implies B∗ � σI. Finally,

we have νi ≥ 1
1+λφ

2
i ∀ i which implies that B∗ � D̄TA∗−1D̄ and

(
A∗ D̄
D̄T B∗

)
� 0. The

feasible solution (A∗,B∗, σ∗) achieves an objective of:

‖D̄‖2F + σ∗(n− k0)− tr(B∗) =
n∑
i=1

φ2
i +

n− k0

1 + λ
φ2
k0 −

1

1 + λ

k0−1∑
i=1

φ2
i −

1

1 + λ

n∑
i=k0

φ2
k0

=
λ

1 + λ

k0∑
i=1

φ2
i +

n∑
i=k0+1

φ2
i
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in (38). Moreover, the solution (X∗,P ∗,Θ∗) achieves the same objective in (21):

‖D̄‖2F + (1 + λ)tr(Θ̄∗)− 2 · tr(X̄∗D̄) =

n∑
i=1

φ2
i +

1

1 + λ

k0∑
i+1

φ2
i −

2

1 + λ

k0∑
i=1

φ2
i

=
λ

1 + λ

k0∑
i=1

φ2
i +

n∑
i=k0+1

φ2
i .

By duality, the objective value of any feasible solution to (38) provides a lower bound on
the objective of (21). Since (X∗,P ∗,Θ∗) is primal feasible and achieves the same objective
as a feasible dual solution, it must be optimal for (21). This in turn implies that X∗ is
optimal to (12) by Theorem 16. This completes the proof.

Appendix C. Proof of Convexity in the Low-Rank Subproblem

Proof We prove the equivalence in two steps. First, we show that given a feasible solution
to (12), we can construct a feasible solution to (21) that achieves the same objective value.
Second, we show that given a feasible solution to (21), we can construct a feasible solution
to (12) that achieves the same or lower objective. Given an arbitrary feasible solution to
(21), we construct a linear optimization problem in which feasible solutions correspond to
feasible solutions to (21) and extreme points of the feasible set of the linear optimization
problem correspond to feasible solutions to (12). The initial feasible solution to (21) is
feasible to this linear optimization problem, so there is an extreme point corresponding to
a feasible solution to (12) that achieves an equal or lower objective value.

Consider an arbitrary feasible solution X̄ to Problem (12). SinceD is symmetric, we can
restrict ourselves to considering symmetric feasible solutions. Since we have Rank(X̄) ≤ k
and X̄ is symmetric, we can factor X̄ as X̄ = UΣUT where U ∈ Rn×k0 , UTU = Ik0 ,
Σ ∈ Rk0×k0 and Σ is diagonal. Let P̄ = UUT . P̄ is the orthogonal projection matrix onto
the k0 dimensional column space of U . This implies that P̄ � 0, I− P̄ � 0 and tr(P̄ ) ≤ k0.
Let Θ̄ = X̄T X̄ � 0. Note that P̄ X̄ = X̄ and P̄ = P̄ †, where P̄ † denotes the pseudo-
inverse of P̄ , since P̄ is an orthogonal projection matrix. Thus, we have Θ̄ − X̄T P̄ †X̄ =

0 =⇒
(

Θ̄ X̄
X̄T P̄

)
� 0. We have shown that (X̄, P̄ , Θ̄) is feasible to (21). To see that this

solution achieves the same objective as X̄ achieves in (12), note that

‖D̄ − X̄‖2F + λ‖X̄‖2F = ‖D̄‖2F + (1 + λ)‖X̄‖2F − 2 · tr(X̄D̄)

= ‖D̄‖2F + (1 + λ)tr(Θ̄)− 2 · tr(X̄D̄).

Now, consider an arbitrary feasible solution (X̄, P̄ , Θ̄) to (21). Since the objective
function of (21) includes the term tr(Θ) and feasibility requires Θ �XTP †X, we can take
Θ′ = X̄T P̄ †X̄ and the solution (X̄, P̄ ,Θ′) will be feasible to (21) with an objective value
no greater than that of the original feasible solution. Since P̄ is PSD, it can be written as
P̄ =

∑n
i=1 φiuiu

T
i where uTi ui = 1 for all i, uTi uj = 0 for all i 6= j and the feasibility of P̄

implies 0 ≤ φi ≤ 1 for all i. Moreover, we have P̄ † =
∑

i:φi 6=0
1
φi
uiu

T
i . Further, since the
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feasibility condition

(
Θ′ X̄
X̄T P̄

)
� 0 implies that X̄ = P̄ †P̄ X̄ by the generalized Schur

complement lemma (see Boyd et al. 1994, Equation 2.41) and X̄ is symmetric, without loss
of generality it can be written as X̄ =

∑n
i=1 σiuiu

T
i . The solution (X̄, P̄ ,Θ′) achieves an

objective of

h(X̄, P̄ ,Θ′) = ‖D̄‖2F + (1 + λ)tr(Θ′)− 2 · tr(X̄D̄)

= ‖D̄‖2F +
∑
i:φi 6=0

[
1 + λ

φi
σ2
i − 2 · σitr(uiuTi D̄)

]
.

Note that if we view the above as a function of σi and φi (denoted f(φ, σ)), then this
expression corresponds to the objective value achieved by some feasible solution to (21)
provided we constrain 0 ≤ φi ≤ 1 and

∑
i φi ≤ k0. h(φ, σ) is a convex quadratic in σi.

It is minimized when ∇σih(φ, σ) = 2(1+λ)
φi

σi − 2tr(uiu
T
i D̄) = 0 =⇒ σi = φi

1+λtr(uiu
T
i D̄).

Substituting the optimal value of σi into h(φ, σ), we obtain

h(φ) = min
σ
f(φ, σ) = ‖D̄‖2F −

∑
i:φi 6=0

φi
1 + λ

[tr(uiu
T
i D̄)]2 = ‖D̄‖2F −

n∑
i=1

φi
1 + λ

[tr(uiu
T
i D

∗)]2.

h(φ) is a linear function of φ. Therefore, the minimum of h(φ) over the set 0 ≤ φi ≤ 1
for all i,

∑
i φi ≤ k0 is achieved at some φ∗ ∈ {0, 1}n×n. Let P ∗ =

∑n
i=1 φ

∗
iuiu

T
i , X∗ =∑n

i=1 φ
∗
i tr(uiu

T
i D̄)uiu

T
i and Θ∗ = X∗TP ∗X. Then (X∗,P ∗,Θ∗) is feasible to (21) and

achieves objective h(φ∗). By construction, we have

h(φ∗) ≤ h(X̄, P̄ ,Θ′) ≤ h(X̄, P̄ , Θ̄).

Further, since φ∗ ∈ {0, 1}n×n and
∑

i φ
∗
i ≤ k0, we have Rank(X∗) ≤ k0 which means that

X∗ is feasible to (12) and achieves objective h(φ∗). This completes the proof.

Appendix D. Alternative Proof of Proposition 8

Proof Let f(Y ) = ‖D̃ − Y ‖2F + µ‖Y ‖2F , the objective function of Problem (14). We can
rewrite f(Y ) as:

f(Y ) = ‖D̃ − Y ‖2F + µ‖Y ‖2F =
∑
ij

(d̃ij − yij)2 + µ
∑
ij

y2
ij

=
∑
ij

[
(d̃ij − yij)2 + y2

ij

]
=
∑
ij

fij(y),

where we define fij(y) = (d̃ij − y)2 + y2. We have shown that the objective function is
separable, so Problem (14) can be solved by minimizing each function fij(y). fij(y) is
a convex quadratic function, and simple univariate calculus allows us to conclude that it

achieves its minimum when y∗ =
d̃ij

1+µ . The minimum value of fij is therefore fij(y
∗) =

µ
1+µ d̃

2
ij . However, due to the sparsity constraint on Y , at most k1 entries of Y can be
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non-zero. By introducing binary variables sij and noting that fij(0) = d̃2
ij , we can rewrite

the objective of problem 2 as a function of the binary matrix S:

f(S) =
∑
ij

[
sij ·

µ

1 + µ
d̃2
ij + (1− sij) · d̃2

ij

]
.

Due to the sparsity constraint, at most k1 of the variables sij can be 1 while all others must
be 0. If sij = 0, the objective increases by d̃2

ij whereas if sij = 1, the objective only increases

by µ
1+µ d̃

2
ij . It follows immediately that the objective will be minimized when sij = 1 if and

only if d̃ij is one of the k1 largest entries in absolute value of the matrix D̃. Note that in the
case that the kth1 largest entry in absolute value and the (k1 + 1)th largest entry in absolute
value are not distinct, the tie can be broken arbitrarily. Letting S∗ represent the binary
matrix formed by an optimal choice of the binary variables sij , the solution to Problem (14)

is given by Y ∗ = S∗ ◦
(
D̃

1+µ

)
.

Appendix E. Supplemental Computational Results
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Figure 8: Low-rank matrix reconstruction error (top left), sparse matrix reconstruction
error (top right), sparse support discovery rate (bottom left) and execution time
(bottom right) versus σ with n = 100, k0 = 5 and k1 = 500. Averaged over 50
trials for each parameter configuration.
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