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Abstract

This paper studies how well generative adversarial networks (GANs) learn probability distributions from finite samples. Our main results establish the convergence rates of GANs under a collection of integral probability metrics defined through Hölder classes, including the Wasserstein distance as a special case. We also show that GANs are able to adaptively learn data distributions with low-dimensional structures or have Hölder densities, when the network architectures are chosen properly. In particular, for distributions concentrated around a low-dimensional set, we show that the learning rates of GANs do not depend on the high ambient dimension, but on the lower intrinsic dimension. Our analysis is based on a new oracle inequality decomposing the estimation error into the generator and discriminator approximation error and the statistical error, which may be of independent interest.
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1. Introduction

Generative adversarial networks (GANs, Goodfellow et al. (2014); Li et al. (2015); Dziugaite et al. (2015); Arjovsky et al. (2017)) have attracted much attention in machine learning and artificial intelligence communities in the past few years. As a powerful unsupervised method for learning and sampling from complex data distributions, GANs have achieved remarkable successes in many machine learning tasks such as image synthesis, medical imaging and natural language generation (Radford et al., 2016; Reed et al., 2016; Zhu et al., 2017; Karras et al., 2018; Yi et al., 2019; Bowman et al., 2016). However, theoretical explanations for their empirical success are not well established. Many problems on the theory and training dynamics of GANs are largely unsolved (Arora et al., 2017; Liang, 2021; Singh et al., 2018).

Different from classical density estimation methods, GANs implicitly learn the data distribution by training a generator and a discriminator against each other. More specifically, to estimate a target distribution $\mu$, one chooses an easy-to-sample source distribution $\nu$ (for example, uniform or Gaussian distribution) and find the generator by solving the following minimax optimization problem, at the population level,

$$\min_{g\in G} \max_{f\in F} \mathbb{E}_{x \sim \mu}[f(x)] - \mathbb{E}_{z \sim \nu}[f(g(z))],$$

where both the generator class $G$ and the discriminator class $F$ are often parameterized by neural networks in general. The inner maximization problem can be viewed as that of calculating the Integral Probability Metric (IPM, see Müller (1997)) between the target $\mu$ and the generated distribution $g\#\nu$ with respect to the discriminator class $F$:

$$d_{F}(\mu, g\#\nu) := \sup_{f\in F} \mathbb{E}_{\mu}[f] - \mathbb{E}_{g\#\nu}[f] = \sup_{f\in F} \mathbb{E}_{x \sim \mu}[f(x)] - \mathbb{E}_{z \sim \nu}[f(g(z))],$$

where $g\#\nu$ is the push-forward distribution under $g$. When only a set of random samples $\{X_i\}_{i=1}^n$ that are independent and identically distributed (i.i.d.) as $\mu$ are available in practice, we estimate the expectations by the empirical averages and solve the empirical optimization problem

$$g_n^* = \arg\min_{g\in G} d_F(\hat{\mu}_n, g\#\nu) = \arg\min_{g\in G} \sup_{f\in F} \frac{1}{n} \sum_{i=1}^n f(X_i) - \mathbb{E}_{z \sim \nu}[f(g(z))],$$

where $\hat{\mu}_n = \frac{1}{n} \sum_{i=1}^n \delta_{X_i}$ is the empirical distribution.

One of the fundamental questions in GANs is their generalization capacity: how well can GANs learn a target distribution from finite samples? Recently, much effort has been devoted to answering this question in different aspects. For example, Arora et al. (2017) showed that GANs do not generalize in standard metrics with any polynomial number of examples and provided generalization bounds for neural net distance. Zhang et al. (2018) gave a detailed analysis of neural net distance and extended the results of Arora et al. (2017). Liang (2021) and Singh et al. (2018) analyzed the adversarial framework from a nonparametric density estimation point of view. Chen et al. (2020) studied the convergence properties of GANs when both the target densities and the evaluation class are Hölder classes.
While impressive progress has been made on the theoretical understanding of GANs, there are still some shortcomings in the existing results. For instance, the source and the target distributions are often assumed to have the same ambient dimension in the current theory, while, in practice, GANs are usually trained using a source distribution with ambient dimension much smaller than that of the target distribution. Indeed, an important strength of GANs is their ability to model latent structures of complex high-dimensional distributions using a low-dimensional source distribution. Another issue needs to be addressed is that the generalization bounds often suffer from the curse of dimensionality. In practical applications, the data distributions are of high dimensionality, which makes the convergence rates in theory extremely slow. However, high-dimensional data, such as images, texts and natural languages, often have latent low-dimensional structures, which reduces the complexity of the problem. It is desirable to take into account such structures in the analysis.

1.1 Contributions

In this paper, we provide an error analysis of GANs and establish their convergence rates in various settings. We show that, if the generator and discriminator network architectures are properly chosen, GANs are able to learn any distributions with bounded support. To be concrete, let \( \mu \) be a probability distribution on \([0, 1]^d\) and \( g^*_n \) be a solution of the optimization problem (1), then \( (g^*_n)_{\#}\nu \) is an estimate of \( \mu \). Informally, our main result shows that the GAN estimator has the convergence rate

\[
E[d_{H^\beta}(\mu, (g^*_n)_{\#}\nu)] = O(n^{-\beta/d} \vee n^{-1/2}\log n),
\]

where the expectation is with respect to the random samples. The performance of the estimator is evaluated by the IPM \( d_{H^\beta} \) with respect to some Hölder class \( H^\beta \) of smoothness index \( \beta > 0 \). These metrics cover a wide range of popular metrics used in the literature, including the Wasserstein distance. In our theory, the ambient dimension of the source distribution \( \nu \) is allowed to be different from the ambient dimension of the target distribution \( \mu \). In particular, it can be much smaller than that of the target distribution, which is the case in practice. Moreover, the convergence rates we derived match the minimax optimal rates of nonparametric density estimation under adversarial losses (Liang, 2021; Singh et al., 2018).

We also adapt our error analysis to three cases: (1) the target distribution concentrates around a low-dimensional set, (2) the target distribution has a density function, and (3) the target distribution has an unbounded support. In particular, we prove that if the target \( \mu \) is supported on a set with dimension \( d^* \), then the GAN estimator \( g^*_n \) has a faster convergence rate:

\[
E[d_{H^\beta}(\mu, (g^*_n)_{\#}\nu)] = O((n^{-\beta/d^*} \vee n^{-1/2})\log n).
\]

This implies that the convergence rates of GANs do not depend on nominal high dimensionality of data, but on the lower intrinsic dimension. Our results show that GANs can automatically adapt to the support of the data and overcome the curse of dimensionality.

Our work also makes significant technical contributions to the error analysis of GANs and neural network approximation theory, which may be of independent interest. For example, we develop a new oracle inequality for GAN estimators, which decomposes the estimation error into generator and discriminator approximation error and statistical error. To bound
the discriminator approximation error, we establish explicit error bounds on approximating Hölder functions by neural networks, with an explicit upper bound on the Lipschitz constant of the constructed neural network functions. To the best of our knowledge, this is the first approximation result that also controls the regularity of the neural network functions.

1.2 Preliminaries and Notation

Let us first introduce several definitions and notations. The set of positive integers is denoted by \( \mathbb{N} = \{1, 2, \ldots \} \). We also denote \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) for convenience. Let \( A \) and \( B \) be two quantities. The maximum and minimum of \( A \) and \( B \) are denoted by \( A \lor B \) and \( A \land B \) respectively. We use the asymptotic notation \( A \lesssim B \) and \( B \gtrsim A \) to denote the statement that \( A \leq C B \) for some constant \( C > 0 \). We denote \( A \asymp B \) when \( A \lesssim B \) and \( A \gtrsim B \). Let \( \nu \) be a measure on \( \mathbb{R}^k \) and \( g : \mathbb{R}^k \to \mathbb{R}^d \) be a measurable mapping. The push-forward measure \( g_\# \nu \) of a measurable set \( A \) is defined as \( g_\# \nu(A) := \nu(g^{-1}(A)) \).

The ReLU function is denoted by \( \sigma(x) := x \lor 0 \). A neural network function \( \phi : \mathbb{R}^{N_0} \to \mathbb{R}^{N_{L+1}} \) is a function that can be parameterized by a ReLU neural network in the following form

\[
\phi(x) = T_L(\sigma(T_{L-1}(\cdots \sigma(T_0(x)) \cdots))),
\]

where the activation function \( \sigma \) is applied component-wisely and \( T_l(x) := A_l x + b_l \) is an affine transformation with \( A_l \in \mathbb{R}^{N_{l+1} \times N_l} \) and \( b_l \in \mathbb{R}^{N_{l+1}} \) for \( l = 0, \ldots, L \). The numbers \( W = \max\{N_1, \ldots, N_L\} \) and \( L \) are called the width and the depth of neural network, respectively. When the input and output dimensions are clear from contexts, we denote by \( \mathcal{NN}(W, L) \) the set of functions that can be represented by neural networks with width at most \( W \) and depth at most \( L \).

To measure the complexity of neural networks from a learning theory perspective, we use the following notion of combinatorial dimension for a real-valued function class.

**Definition 1 (Pseudo-dimension)** Let \( \mathcal{H} \) be a class of real-valued functions defined on \( \Omega \). The pseudo-dimension of \( \mathcal{H} \), denoted by \( \text{Pdim}(\mathcal{H}) \), is the largest integer \( N \) for which there exist points \( x_1, \ldots, x_N \in \Omega \) and constants \( c_1, \ldots, c_N \in \mathbb{R} \) such that

\[
|\{ \text{sgn}(h(x_1) - c_1), \ldots, \text{sgn}(h(x_N) - c_N) : h \in \mathcal{H}\}| = 2^N.
\]

Next, let us introduce the notion of regularity for a function. For a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d \), the monomial on \( x = (x_1, \ldots, x_d) \) is denoted by \( x^\alpha := x_1^{\alpha_1} \cdots x_d^{\alpha_d} \), the \( \alpha \)-derivative of a function \( h \) is denoted by \( \partial^\alpha h := \partial^{|\alpha|} h/\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d} \) with \( |\alpha|_1 = \sum_{i=1}^d \alpha_i \) as the usual 1-norm for vectors. We use the convention that \( \partial^0 h := h \) if \( \|\alpha\|_1 = 0 \).

**Definition 2 (Lipschitz functions)** Let \( \mathcal{X} \subseteq \mathbb{R}^d \) and \( h : \mathcal{X} \to \mathbb{R} \), the Lipschitz constant of \( h \) is denoted by

\[
\text{Lip} h := \sup_{x,y \in \mathcal{X}, x \neq y} \frac{|h(x) - h(y)|}{\|x - y\|_2}.
\]

We denote \( \text{Lip}(\mathcal{X}, K) \) as the set of all functions \( h : \mathcal{X} \to \mathbb{R} \) with \( \text{Lip} h \leq K \). For any \( B > 0 \), we denote \( \text{Lip}(\mathcal{X}, K, B) := \{ h \in \text{Lip}(\mathcal{X}, K) : \|h\|_{L^\infty(\mathcal{X})} \leq B \} \).
Definition 3 (Hölder classes) For $\beta > 0$ with $\beta = s + r$, where $s \in \mathbb{N}_0$ and $r \in (0, 1]$, and $d \in \mathbb{N}$, we denote the Hölder class $\mathcal{H}^{\beta}(\mathbb{R}^d)$ as

$$
\mathcal{H}^{\beta}(\mathbb{R}^d) := \left\{ h : \mathbb{R}^d \to \mathbb{R}, \max_{||\alpha||_1 \leq s} \|\partial^\alpha h\|_{\infty} \leq 1, \max_{||\alpha||_1 = s} \sup_{x \neq y} \frac{|\partial^\alpha h(x) - \partial^\alpha h(y)|}{\|x - y\|_2} \leq 1 \right\}.
$$

For any subset $\mathcal{X} \subseteq \mathbb{R}^d$, we denote $\mathcal{H}^{\beta}(\mathcal{X}) := \{ h : \mathcal{X} \to \mathbb{R}, h \in \mathcal{H}^{\beta}(\mathbb{R}^d) \}$.

It should be noticed that for $\beta = s + 1$, we do not assume that $h \in C^{s+1}$. Instead, we only require that $h \in C^s$ and its derivatives of order $s$ are Lipschitz continuous with respect to the metric $\|\cdot\|_2$. Note that, if $\beta \leq 1$, then $|h(x) - h(y)| \leq \|x - y\|_2^\beta$; if $\beta > 1$, then $|h(x) - h(y)| \leq \sqrt{d}\|x - y\|_2$. In particular, with the above definitions, $\mathcal{H}^1([0, 1]^d) = \text{Lip}([0, 1]^d, 1, 1)$. We will use the covering number to measure the complexity of a Hölder class.

Definition 4 (Covering number) Let $\rho$ be a pseudo-metric on $\mathcal{M}$ and $S \subseteq \mathcal{M}$. For any $\varepsilon > 0$, a set $A \subseteq \mathcal{M}$ is called an $\varepsilon$-covering of $S$ if for any $x \in S$ there exists $y \in A$ such that $\rho(x, y) \leq \varepsilon$. The $\varepsilon$-covering number of $S$, denoted by $\mathcal{N}(\varepsilon, S, \rho)$, is the minimum cardinality of any $\varepsilon$-covering of $S$.

Finally, the composition of two functions $f : \mathbb{R}^d \to \mathbb{R}$ and $g : \mathbb{R}^k \to \mathbb{R}^d$ is denoted by $f \circ g(\cdot) := f(g(\cdot))$. We use $\mathcal{F} \circ \mathcal{G} := \{ f \circ g : f \in \mathcal{F}, g \in \mathcal{G} \}$ to denote the composition of two function classes. A function class $\mathcal{F}$ is called symmetric if $f \in \mathcal{F}$ implies $-f \in \mathcal{F}$.

1.3 Outline
The rest of the paper is organized as follows. Section 2 presents our main result on the error analysis of GANs, where we assume that the target distribution has a compact support. In section 3, we extend the result to three different cases: (1) the target distribution is low-dimensional; (2) the target has a Hölder density; (3) the target has unbounded support. Section 4 discusses related theoretical results of deep neural networks and GANs. Finally, Section 5 gives the proofs of technical lemmas, including error decomposition and bounds on the approximation error and statistical error.

2. Error Analysis of GANs
Let $\mu$ be an unknown target probability distribution on $\mathbb{R}^d$, and let $\nu$ be a known and easy-to-sample distribution on $\mathbb{R}^k$ such as uniform or Gaussian distribution. Suppose we have $n$ i.i.d. samples $\{X_i\}_{i=1}^n$ from $\mu$ and $m$ i.i.d. samples $\{Z_i\}_{i=1}^m$ from $\nu$. Denote the corresponding empirical distributions by $\hat{\mu}_n = \frac{1}{n} \sum_{i=1}^n \delta_{X_i}$, and $\hat{\nu}_m = \frac{1}{m} \sum_{i=1}^m \delta_{Z_i}$, respectively. We consider the following two optimization problems

$$
\arg\min_{g \in \mathcal{G}} d_\mathcal{F}(\hat{\mu}_n, g \# \nu) = \arg\min_{g \in \mathcal{G}} \sup_{f \in \mathcal{F}} \left\{ \frac{1}{n} \sum_{i=1}^n f(X_i) - \mathbb{E}_\nu[f \circ g] \right\},
$$

$$
\arg\min_{g \in \mathcal{G}} d_\mathcal{F}(\hat{\mu}_n, g \# \hat{\nu}_m) = \arg\min_{g \in \mathcal{G}} \sup_{f \in \mathcal{F}} \left\{ \frac{1}{n} \sum_{i=1}^n f(X_i) - \frac{1}{m} \sum_{j=1}^m f(g(Z_j)) \right\},
$$
where the generator class $G$ is parameterized by a ReLU neural network $\mathcal{N}\mathcal{N}(W_1, L_1)$ with width at most $W_1$ and depth at most $L_1$, and the discriminator class $\mathcal{F}$ is parameterized by another ReLU neural network $\mathcal{N}\mathcal{N}(W_2, L_2)$.

2.1 Convergence Rates of GAN Estimators

We study the convergence rates of the GAN estimators $g^*_n$ and $g^*_{n,m}$ that solve the optimization problems (2) and (3) with optimization error $\epsilon_{\text{opt}} \geq 0$. In other words,

$$g^*_n \in \left\{ g \in G : d_\mathcal{F}(\hat{\mu}_n, g\#\nu) \leq \inf_{\phi \in G} d_\mathcal{F}(\hat{\mu}_n, \phi\#\nu) + \epsilon_{\text{opt}} \right\}, \quad (4)$$

$$g^*_{n,m} \in \left\{ g \in G : d_\mathcal{F}(\hat{\mu}_n, g\#\hat{\nu}_m) \leq \inf_{\phi \in G} d_\mathcal{F}(\hat{\mu}_n, \phi\#\hat{\nu}_m) + \epsilon_{\text{opt}} \right\}. \quad (5)$$

The performance is evaluated by the IPM between the target $\mu$ and the learned distribution $\gamma = (g^*_n)\#\nu$ or $\gamma = (g^*_{n,m})\#\nu$ with respect to some function class $\mathcal{H}$:

$$d_\mathcal{H}(\mu, \gamma) := \sup_{h \in \mathcal{H}} E_{x \sim \mu}[h(x)] - E_{y \sim \gamma}[h(y)].$$

By specifying $\mathcal{H}$ differently, one can obtain a list of commonly-used metrics:

- when $\mathcal{H} = \text{Lip}(\mathbb{R}^d, 1)$ is the 1-Lipschitz function class, then $d_\mathcal{H} = W_1$ is the Wasserstein distance, which is used in the Wasserstein GAN (Arjovsky et al., 2017);

- when $\mathcal{H} = \text{Lip}(\mathbb{R}^d, B, B)$ is the bounded Lipschitz function class, then $d_\mathcal{H}$ is the Dudley metric, which metricizes weak convergence (Dudley, 2018);

- when $\mathcal{H}$ is the set of continuous function, then $d_\mathcal{H}$ is the total variation distance;

- when $\mathcal{H}$ is a Sobolev function class with certain regularity, $d_\mathcal{H}$ is used in Sobolev GAN (Mroueh et al., 2018);

- when $\mathcal{H}$ is the unit ball of some reproducing kernel Hilbert space, then $d_\mathcal{H}$ is the maximum mean discrepancy (Gretton et al., 2012; Dziugaite et al., 2015; Li et al., 2015).

Here, we consider the case when $\mathcal{H}$ is a Hölder class $\mathcal{H}^\beta(\mathbb{R}^d)$, which covers a wide range of applications. For simplicity, we first consider the case when $\mu$ is supported on the compact set $[0, 1]^d$ and extend it to different situations in the next section. The main result is summarized in the following theorem.

**Theorem 5** Suppose the target $\mu$ is supported on $[0, 1]^d$, the source distribution $\nu$ is absolutely continuous on $\mathbb{R}$ and the evaluation class is $\mathcal{H} = \mathcal{H}^\beta(\mathbb{R}^d)$. Then, there exist a generator $G = \{ g \in \mathcal{N}\mathcal{N}(W_1, L_1) : g(\mathbb{R}) \subseteq [0, 1]^d \}$ with

$$W_1^2 L_1 \lesssim n,$$

and a discriminator $\mathcal{F} = \mathcal{N}\mathcal{N}(W_2, L_2) \cap \text{Lip}(\mathbb{R}^d, K, 1)$ with

$$W_2 L_2 \lesssim n^{1/2} \log^2 n, \quad K \lesssim (\tilde{W}_2 \tilde{L}_2)^{2+\sigma (4\beta - 4)/d} \tilde{L}_2^2 \tilde{L}_2^2,$$
Remark 6 If $\beta = 1$, then $\mathcal{H}^1([0, 1]^d) = \text{Lip}([0, 1]^d, 1, 1)$ and $d_{\mathcal{H}^1}$ is the Dudley distance (the Wasserstein distance $\mathcal{W}_1$ on $[0, 1]^d$ is IPM with the class $\text{Lip}([0, 1]^d, 1)$ or $\text{Lip}([0, 1]^d, 1, \sqrt{d})$, and it satisfies $\mathcal{W}_1(\mu, \gamma) \leq \sqrt{d} d_{\mathcal{H}^1}(\mu, \gamma)$. In this case, the required Lipschitz constant of the discriminator network is reduced to $K \lesssim \tilde{W}_2^2 \tilde{L}_2^2 L_2^2$. If we choose the depth $L_2$ to be a constant, then the Lipschitz constant can be chosen to have the order of $K \approx \tilde{W}_2^2 \lesssim n \log^2 n$.

Remark 7 For simplicity, we assume that the source distribution $\nu$ is on $\mathbb{R}$. This is not a restriction, because any absolutely continuous distribution on $\mathbb{R}^k$ can be projected to an absolutely continuous distribution on $\mathbb{R}$ by linear mapping. Hence, the same result holds for any absolutely continuous source distribution on $\mathbb{R}^k$. The requirement on the generator that $g(\mathbb{R}) \subseteq [0, 1]^d$ is easy to satisfy by adding an additional clipping layer to the output and using the fact that

$$\min \{\max \{x, -1\}, 1\} = \sigma(x + 1) - \sigma(x - 1) - 1, \quad x \in \mathbb{R}.$$

Remark 8 The Lipschitz condition on the discriminator might be difficult to satisfy in practice. It is done by weight clipping in the original Wasserstein GAN (Arjovsky et al., 2017). In the follow-up works (Gulrajani et al., 2017; Kodali et al., 2017; Petzka et al., 2018; Wei et al., 2018; Thanh-Tung et al., 2019), several regularization methods have been applied to Wasserstein GANs. It would be interesting to develop similar error analysis for regularized GAN estimators, and we leave this as future work.

2.2 Error Decomposition

Our proof of Theorem 5 is based on a new error decomposition and estimation of approximation error and statistical error sketched below. The proofs of technical lemmas are deferred to Section 5.

We first introduce a new oracle inequality, which decomposes the estimation error into the generator approximation error, the discriminator approximation error and the statistical error.

Lemma 9 Assume $\mathcal{F}$ is symmetric, $\mu$ and $g_\# \nu$ are supported on $\Omega \subseteq \mathbb{R}^d$ for all $g \in \mathcal{G}$. Let $g_n^*$ and $g_{n,m}^*$ be the GAN estimators (4) and (5) respectively. Then, for any function class $\mathcal{H}$ defined on $\Omega$,

$$d_{\mathcal{H}}(\mu, (g_n^*) \# \nu) \leq \epsilon_{\text{opt}} + 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) + \inf_{g \in \mathcal{G}} d_\mathcal{F}(\mu, g_\# \nu) + d_{\mathcal{H}}(\mu, \tilde{\nu}_n) + d_{\mathcal{H}}(\mu, \tilde{\nu}_n),$$

$$d_{\mathcal{H}}(\mu, (g_{n,m}^*) \# \nu) \leq \epsilon_{\text{opt}} + 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) + \inf_{g \in \mathcal{G}} d_\mathcal{F}(\mu, g_\# \nu) + d_{\mathcal{H}}(\mu, \tilde{\nu}_n) + d_{\mathcal{H}}(\mu, \tilde{\nu}_n) + 2d_{\mathcal{F} \circ \mathcal{G}}(\nu, \tilde{\nu}_m).$$
where $\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega)$ is the approximation error of $\mathcal{H}$ from $\mathcal{F}$ on $\Omega$:

$$
\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) := \sup_{h \in \mathcal{H}} \inf_{f \in \mathcal{F}} \|h - f\|_{L^\infty(\Omega)}.
$$

Next, we bound each error term separately. We will show that the generator approximation error $\inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\hat{\mu}_n, g\#\nu) = 0$ as long as the size of the generator network $\mathcal{G}$ is sufficiently large. The discriminator approximation error $\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega)$ can be bounded by constructing neural networks to approximate functions in $\mathcal{H}$. The remaining statistical error terms can be controlled using the empirical process theory.

### 2.2.1 Bounding Generator Approximation Error

Observe that the empirical distribution $\hat{\mu}_n$ is supported on at most $n$ points. To bound the generator approximation error $\inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\hat{\mu}_n, g\#\nu)$, we need to estimate the distance between the generated distribution $\{g\#\nu : g \in \mathcal{G}\}$ and the set of all discrete distribution supported on at most $n$ points:

$$
\mathcal{P}(n) := \left\{ \gamma = \sum_{i=1}^{n} p_i \delta_{x_i} : \sum_{i=1}^{n} p_i = 1, p_i \geq 0, x_i \in \mathbb{R}^d \right\}.
$$

Yang et al. (2022) showed that their Wasserstein distance vanishes when the generator class is sufficiently large.

**Lemma 10** Suppose that $W \geq 7d + 1$, $L \geq 2$ and $\mathcal{G} = \mathcal{NN}(W, L)$. Let $\nu$ be an absolutely continuous probability distribution on $\mathbb{R}$. If $n \leq W - d - 1 \left\lfloor \frac{W - d - 1}{6d} \right\rfloor \left\lfloor \frac{L}{2} \right\rfloor + 2$, then for any $\gamma \in \mathcal{P}(n)$ and any $\epsilon > 0$, there exists $g \in \mathcal{G}$ such that

$$
W_1(\gamma, g\#\nu) < \epsilon.
$$

If the support of $\gamma$ is contained in some convex set $C$, then $g$ can be chosen to satisfy $g(\mathbb{R}) \subseteq C$.

Since $\hat{\mu}_n$ is supported on $[0,1]^d$, if we choose the generator $\mathcal{G} = \{g \in \mathcal{NN}(W_1, L_1) : g(\mathbb{R}) \subseteq [0,1]^d\}$ that satisfies the condition in the Lemma 10, which means we can choose $W_1^2 L_1 \gtrsim n$, then for any $\mathcal{F} \subseteq \text{Lip}([0,1]^d, K)$, we have

$$
\inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\hat{\mu}_n, g\#\nu) \leq K \inf_{g \in \mathcal{G}} W_1(\hat{\mu}_n, g\#\nu) = 0.
$$

This shows that the generator approximation error vanishes.

### 2.2.2 Bounding Discriminator Approximation Error

To bound $\mathcal{E}(\mathcal{H}, \mathcal{F}, [0,1]^d)$, we construct a neural network to approximate any given function in $\mathcal{H}^\beta([0,1]^d)$. Our construction is based on the idea in Daubechies et al. (2021); Shen et al. (2020) and Lu et al. (2021). More importantly, we give an upper bound on the Lipschitz constant of the neural network function that achieves small approximation error.
Lemma 11 Assume \( h \in \mathcal{H}^\beta([0,1]^d) \) with \( \beta = s + r \), \( s \in \mathbb{N}_0 \) and \( r \in (0,1] \). For any \( W \geq 6 \), \( L \geq 2 \), there exists \( \phi \in \mathcal{N}\mathcal{N}(49(s+1)^2 d^3 d^{s+1} W \log_2 W], 15(s+1)^2 L \log_2 L + 2d \) such that \( \|\phi\|_{\infty} \leq 1 \), \( \text{Lip} \phi \leq (s+1)^{d+s+1/2} L(WL)^{(4\beta-4)/d}(1260 W^2 L^2 2L^2 + 19s^7) \) and

\[
\|\phi - h\|_{L^\infty([0,1]^d)} \leq 6(s+1)^{2d(s+\beta/2)/v_1} (WL)^{2/d} \beta.
\]

This lemma implies that, for any \( h \in \mathcal{H}^\beta([0,1]^d) \), there exists a neural network \( \phi \) with width \( \lesssim W \log W \) and depth \( \lesssim L \log L \) such that \( \phi \in \text{Lip}(\mathbb{R}^d, K, 1) \) with Lipschitz constant \( K \lesssim (WL)^{2+\sigma(4\beta-4)/d} L^2 2L^2 \) and \( \|\phi - h\|_{L^\infty([0,1]^d)} \lesssim (WL)^{-2\beta/d} \). Hence, if we choose \( W \asymp W \log W \) and \( L \asymp L \log L \), then

\[
W \asymp W_2/\log_2 W_2 = \tilde{W}_2, \quad L \asymp L_2/\log L_2 = \tilde{L}_2,
\]

and \( \phi \in \mathcal{N}\mathcal{N}(W_2, L_2) \cap \text{Lip}(\mathbb{R}^d, K, 1) \) with

\[
K \lesssim (WL)^{2+\sigma(4\beta-4)/d} L^2 2L^2 \lesssim (\tilde{W}_2 \tilde{L}_2)^{2+\sigma(4\beta-4)/d} \tilde{L}_2^2 2\tilde{L}_2^2.
\]

This shows that, for the discriminator \( \mathcal{F} = \mathcal{N}\mathcal{N}(W_2, L_2) \cap \text{Lip}(\mathbb{R}^d, K, 1) \),

\[
\mathcal{E}(\mathcal{H}^\beta, \mathcal{F}, [0,1]^d) \lesssim (W_2L_2/(\log W_2 \log L_2))^{-2\beta/d}.
\]

2.2.3 Bounding Statistical Error

For any function class \( \mathcal{F} \), the statistical error \( \mathbb{E}[d_{\mathcal{F}}(\mu, \hat{\mu}_n)] \) can be bounded by the Rademacher complexity of \( \mathcal{F} \), by using the standard symmetrization technique. We can further bound the Rademacher complexity by the covering number of \( \mathcal{F} \). The result is summarized in the following lemma.

Lemma 12 Assume \( \sup_{f \in \mathcal{F}} \|f\|_{\infty} \leq B \), then we have the following entropy integral bound

\[
\mathbb{E}[d_{\mathcal{F}}(\mu, \hat{\mu}_n)] \leq 8\mathbb{E}_{X_{1:n}} \inf_{0 < \delta < B/2} \left( \delta + \frac{3}{\sqrt{n}} \int_{\delta}^{B/2} \sqrt{\log \mathcal{N}(\epsilon, \mathcal{F}|_{X_{1:n}}, \|\cdot\|_{\infty})} d\epsilon \right),
\]

where we denote \( \mathcal{F}|_{X_{1:n}} = \{(f(X_1), \ldots, f(X_n)) : f \in \mathcal{F}\} \) for any i.i.d. samples \( X_{1:n} = \{X_i\}_{i=1}^n \) from \( \mu \) and \( \mathcal{N}(\epsilon, \mathcal{F}|_{X_{1:n}}, \|\cdot\|_{\infty}) \) is the \( \epsilon \)-covering number of \( \mathcal{F}|_{X_{1:n}} \subseteq \mathbb{R}^n \) with respect to the \( \|\cdot\|_{\infty} \) distance.

For the Hölder class \( \mathcal{H} = \mathcal{H}^\beta(\mathbb{R}^d) \), for any i.i.d. samples \( X_{1:n} = \{X_i\}_{i=1}^n \) from \( \mu \), which is supported on \([0,1]^d\), we have

\[
\log \mathcal{N}(\epsilon, \mathcal{H}|_{X_{1:n}}, \|\cdot\|_{\infty}) \leq \log \mathcal{N}(\epsilon, \mathcal{H}^\beta([0,1]^d), \|\cdot\|_{\infty}) \lesssim \epsilon^{-d/\beta},
\]

where the last inequality is from the entropy bound in Kolmogorov and Tikhomirov (1961) (see also Lemma 17). Thus, if we denote \( \eta = d/(2\beta) \), then

\[
\mathbb{E}[d_{\mathcal{H}}(\mu, \hat{\mu}_n)] \lesssim \inf_{0 < \delta < 1/2} \left( \delta + n^{-1/2} \int_{\delta}^{1/2} \epsilon^{-\gamma} d\epsilon \right).
\]
When $\eta < 1$, one has
\[
\mathbb{E}[d_H(\mu, \hat{\mu}_n)] \lesssim \inf_{0 < \delta < 1/2} \left( \delta + (1 - \eta)^{-1} n^{-1/2} (2^{\eta - 1} - \delta^{1 - \eta}) \right) \lesssim n^{-1/2}.
\]
When $\eta = 1$, one has
\[
\mathbb{E}[d_H(\mu, \hat{\mu}_n)] \lesssim \inf_{0 < \delta < 1/2} \left( \delta + n^{-1/2} (-\log 2 - \log \delta) \right) \lesssim n^{-1/2} \log n,
\]
where we take $\delta = n^{-1/2}$ in the last step. When $\eta > 1$, one has
\[
\mathbb{E}[d_H(\mu, \hat{\mu}_n)] \lesssim \inf_{0 < \delta < 1/2} \left( \delta + (\eta - 1)^{-1} n^{-1/2} (\delta^{1 - \eta} - 2^{\eta - 1}) \right) \lesssim n^{-1/(2\eta)} = n^{-\beta/d},
\]
where we take $\delta = n^{-1/(2\eta)}$. Combining these cases together, we have
\[
\mathbb{E}[d_H(\mu, \hat{\mu}_n)] \lesssim n^{-\beta/d} \lor n^{-1/2} \log c(\beta, d) n,
\]
where $c(\beta, d) = 1$ if $2\beta = d$, and $c(\beta, d) = 0$ otherwise.

### 2.3 Proof of Theorem 5

For the GAN estimator $g_n^*$, by Lemma 9, we have the error decomposition
\[
d_H(\mu, (g_n^*) \# \nu) \leq \epsilon_{\text{opt}} + 2\mathcal{E}(\mathcal{H}, \mathcal{F}, [0, 1]^d) + \inf_{g \in \mathcal{G}} d_F(\hat{\mu}_n, g \# \nu) + d_H(\mu, \hat{\mu}_n). \tag{7}
\]

We choose the generator class $\mathcal{G}$ with $W_1^2 L_1 \lesssim n$ that satisfies the condition in Lemma 10. Then
\[
\inf_{g \in \mathcal{G}} d_F(\hat{\mu}_n, g \# \nu) = 0,
\]
since $\mathcal{F} \subseteq \text{Lip}([0, 1]^d, K)$. By Lemma 11, for our choice of the discriminator class $\mathcal{F}$,
\[
\mathcal{E}(\mathcal{H}, \mathcal{F}, [0, 1]^d) \lesssim (W_2 L_2 / (\log_2 W_2 \log_2 L_2))^{-2\beta/d} \lesssim n^{-\beta/d},
\]
where we can choose $W_2 L_2 \asymp n^{1/2} \log^2 n$ so that the last inequality holds. By Lemma 12,
\[
\mathbb{E}[d_H(\mu, \hat{\mu}_n)] \lesssim n^{-\beta/d} \lor n^{-1/2} \log c(\beta, d) n.
\]
In summary, by (7), we have
\[
\mathbb{E}[d_H(\mu, (g_n^*) \# \nu)] - \epsilon_{\text{opt}} \lesssim n^{-\beta/d} \lor n^{-1/2} \log c(\beta, d) n.
\]

For the estimator $g_{n,m}^*$, we only need to estimate the extra term $\mathbb{E}[d_{\mathcal{F} \circ \mathcal{G}}(\nu, \hat{\nu}_m)]$ by Lemma 9. We can bound this statistical error by the entropy integral in Lemma 12 and further bound it by the pseudo-dimension $\text{Pdim} (\mathcal{F} \circ \mathcal{G})$ of the network $\mathcal{F} \circ \mathcal{G}$ (see corollary 35):
\[
\mathbb{E}[d_{\mathcal{F} \circ \mathcal{G}}(\nu, \hat{\nu}_m)] \lesssim \sqrt{\frac{\text{Pdim} (\mathcal{F} \circ \mathcal{G}) \log m}{m}}.
\]
It was shown in Bartlett et al. (2019) that the pseudo-dimension of a ReLU neural network satisfies the bound \( \text{Pdim}(\mathcal{N}(W,L)) \lesssim UL\log U \), where \( U \approx W^2L \) is the number of parameters. Hence,

\[
\mathbb{E}[d_{FG}(\nu, \hat{\nu}_m)] \lesssim \sqrt{\frac{(W_1^2L_1 + W_2^2L_2)(L_1 + L_2)\log(W_1^2L_1 + W_2^2L_2)}{m}}.
\]

Since we have chosen \( W_2L_2 \lesssim n^{1/2}\log^2 n \) and \( W_1^2L_1 \lesssim n \), we have

\[
\mathbb{E}[d_{FG}(\nu, \hat{\nu}_m)] \lesssim \sqrt{\frac{(n + n\log^4 n)(n + n^{1/2}\log^2 n)\log n\log m}{m}} \lesssim \sqrt{\frac{n^2\log^5 n\log m}{m}}.
\]

Hence, if \( m \gtrsim n^{2+2\beta/d}\log^6 n \), then \( \mathbb{E}[d_{FG}(\nu, \hat{\nu}_m)] \lesssim n^{-\beta/d} \) and, by Lemma 9,

\[
\mathbb{E}[d_{H}(\mu, (g_{m,m}^*) \# \nu)] - \epsilon_{opt} \lesssim n^{-\beta/d} \lor n^{-1/2}\log(\beta,d) n,
\]

which completes the proof.

We make three remarks on the proof and the technical lemmas.

**Remark 13** Our error decomposition for GANs in Lemma 9 is different from the classical bias-variance decomposition for regression in the sense that the statistical error \( d_{\mathcal{F}}(\mu, \hat{\mu}_n) \land d_{\mathcal{H}}(\mu, \hat{\mu}_n) \leq d_{\mathcal{H}}(\mu, \hat{\mu}_n) \) depends on the evaluation class \( \mathcal{H} \). The proof of Theorem 5 essentially shows that we can choose the generator class and the discriminator class sufficiently large to reduce the approximation error so that the learning rate of GAN estimator is not slower than that of the empirical distribution.

**Remark 14** We give explicit estimate of the Lipschitz constant of the discriminator in Lemma 11, because it is essential in bounding the generator approximation error in our analysis. Alternatively, one can also bound the parameters in the discriminator network and then estimate the Lipschitz constant. For example, by using the construction in Yarotsky (2017), one can bound the weights as \( O(\epsilon^{-\alpha}) \) for some \( \alpha > 0 \), where \( \epsilon \) is the approximation error. Then convergence rates can be obtained for the discriminator network with bounded weights (the bound depends on the sample size \( n \)).

**Remark 15** The bound on the expectation \( \mathbb{E}[d_{H}(\mu, (g_{m}^*) \# \nu)] \) can be turned into a high probability bound by using concentration inequalities (Boucheron et al., 2013; Shalev-Shwartz and Ben-David, 2014; Mohri et al., 2018). For example, by McDiarmid’s inequality, one can shows that, for all \( t > 0 \),

\[
\mathbb{P}(d_{H}(\mu, \hat{\mu}_n) \geq \mathbb{E}[d_{H}(\mu, \hat{\mu}_n)] + t) \leq \exp(-nt^2/2),
\]

because for any \( \{X_i\}_{i=1}^n \) and \( \{X'_i\}_{i=1}^n \) that satisfies \( X'_i = X_i \) except for \( i = j \), we have

\[
\left| \sup_{h \in \mathcal{H}} \left( \mathbb{E}_{\mu}[h] - \frac{1}{n} \sum_{i=1}^n h(X_i) \right) - \sup_{h \in \mathcal{H}} \left( \mathbb{E}_{\mu}[h] - \frac{1}{n} \sum_{i=1}^n h(X'_i) \right) \right| \leq \sup_{h \in \mathcal{H}} \frac{1}{n} \left| h(X_j) - h(X'_j) \right| \lesssim \frac{2}{n}.
\]
Since other error terms in inequality (7) can be bounded independent of the random samples, it holds with probability at least $1 - \delta$ that

$$d_H(\mu, (g^*_n)_{\#\nu}) - \epsilon_{opt} - \sqrt{\frac{2\log(1/\delta)}{n}} \lesssim n^{-\beta/d} \vee n^{-1/2} \log^{c(\beta, d)} n,$$

where we choose $\exp(-nt^2/2) = \delta$ in inequality (8).

3. Extensions of the Main Theorem

In this section, we extend the main theorem to the following cases: (1) the target distribution concentrates around a low-dimensional set, (2) the target distribution has a density function and, (3) the target distribution has an unbounded support.

3.1 Learning Low-dimensional Distributions

The convergence rates in Theorem 5 suffer from the curse of dimensionality. In practice, the ambient dimension is usually large, which makes the convergence very slow. However, in many applications, high-dimensional complex data such as images, texts and natural languages, tend to be supported on approximate lower-dimensional manifolds. To take into account this fact, we assume that the target distribution $\mu$ has a low-dimensional structure. We introduce the Minkowski dimension (or box-counting dimension) to determine the dimensionality of a set.

**Definition 16 (Minkowski dimension)** The upper and the lower Minkowski dimensions of a set $A \subseteq \mathbb{R}^d$ are defined respectively as

$$\overline{\dim}_M(A) := \limsup_{\epsilon \to 0} \frac{\log N(\epsilon, A, \|\cdot\|_2)}{-\log \epsilon},$$

$$\underline{\dim}_M(A) := \liminf_{\epsilon \to 0} \frac{\log N(\epsilon, A, \|\cdot\|_2)}{-\log \epsilon}.$$

If $\overline{\dim}_M(A) = \underline{\dim}_M(A) = \dim_M(A)$, then $\dim_M(A)$ is called the *Minkowski dimension* of the set $A$.

The Minkowski dimension measures how the covering number of $A$ decays when the radius of covering balls converges to zero. When $A$ is a manifold, its Minkowski dimension is the same as the dimension of the manifold. Since the Minkowski dimension only depends on the metric, it can also be used to measure the dimensionality of highly non-regular set, such as fractals (Falconer, 2004). For function classes defined on a set with a small Minkowski dimension, it is intuitive to expect that the covering number only depends on the intrinsic Minkowski dimension, rather than the ambient dimension. Kolmogorov and Tikhomirov (1961) gave a comprehensive study on such problems. We will need the following useful lemma in our analysis.

**Lemma 17 (Kolmogorov and Tikhomirov (1961))** If $\mathcal{X} \subseteq \mathbb{R}^d$ is a compact set with $\dim_M(\mathcal{X}) = d^*$, then

$$\log N(\epsilon, \mathcal{H}^{\beta}(\mathcal{X}), \|\cdot\|_{\infty}) \gtrsim \epsilon^{-d^*/\beta} \log(1/\epsilon).$$
If, in addition, \(\mathcal{X}\) is connected, then
\[
\log \mathcal{N}(\epsilon, \mathcal{H}^\beta(\mathcal{X}), \| \cdot \|_\infty) \lesssim \epsilon^{-d^*/\beta}.
\]

For regression, Nakada and Imaiizumi (2020) showed that deep neural networks can adapt to the low-dimensional structure of data, and the convergence rates do not depend on the nominal high dimensionality of data, but on its lower intrinsic dimension. We will show that similar results hold for GANs by analyzing the learning rates of a target distribution that concentrates on a low-dimensional set.

**Assumption 18** The target \(X \sim \mu\) has the form \(X = \bar{X} + \xi\), where \(\bar{X}\) and \(\xi\) are independent, \(\bar{X} \sim \tilde{\mu}\) is supported on some compact set \(\mathcal{X} \subseteq [0, 1]^d\) with \(\text{dim}_N(\mathcal{X}) = d^*\), and \(\xi\) has zero mean \(\mathbb{E}[\xi] = 0\) and bounded variance \(V = \mathbb{E}[\|\xi\|_2^2] < \infty\).

The next theorem shows that the convergence rates of the GAN estimators only depend on the intrinsic dimension \(d^*\), when the network architectures are properly chosen.

**Theorem 19** Suppose the target \(\mu\) satisfies assumption 18, the source distribution \(\nu\) is absolutely continuous on \(\mathbb{R}\) and the evaluation class is \(\mathcal{H} = \mathcal{H}^\beta(\mathbb{R}^d)\). Then, there exist a generator \(G = \{g \in \mathcal{N}(W_1, L_1) : g(\mathbb{R}) \subseteq [0, 1]^d\}\) with
\[
W_1^2 L_1 \lesssim n,
\]
and a discriminator \(F = \mathcal{N}(W_2, L_2) \cap \text{Lip}(\mathbb{R}^d, K, 1)\) with
\[
W_2 L_2 \lesssim n^{d/(2d^*)} \log^2 n, \quad K \lesssim (W_2 L_2)^{2 + \sigma(4^\beta-4)/d} L_2^2 \tilde{L}_2^2,
\]
where \(\tilde{W}_2 = W_2/\log_2 W_2\) and \(\tilde{L}_2 = L_2/\log_2 L_2\), such that the GAN estimator (4) satisfies
\[
\mathbb{E}[d_\mathcal{H}(\mu, (g_n^*)\#\nu)] - \epsilon_{\text{opt}} - 2\sqrt{dV^{(\beta\wedge 1)/2}} \lesssim (n^{-\beta/d^*} \vee n^{-1/2}) \log n.
\]

If furthermore,
\[
m \lesssim \begin{cases} 
  n^{(3d+4\beta)/(2d^*)} \log^6 n & \text{if } d^* \leq d/2, \\
  n^{1+(d+2\beta)/d^*} \log^4 n & \text{if } d^* > d/2,
\end{cases}
\]
then the GAN estimator (5) satisfies
\[
\mathbb{E}[d_\mathcal{H}(\mu, (g_{n, m}^*)\#\nu)] - \epsilon_{\text{opt}} - 2\sqrt{dV^{(\beta\wedge 1)/2}} \lesssim (n^{-\beta/d^*} \vee n^{-1/2}) \log n.
\]

**Proof** For any i.i.d. observations \(X_{1:n} = \{X_i\}_{i=1}^n\) from \(\mu\), where \(X_i = \bar{X}_i + \xi_i\) with \(\bar{X}_i \sim \tilde{\mu}\), we denote \(\tilde{\mu}_n = \frac{1}{n} \sum_{i=1}^n \delta_{\tilde{X}_i}\) and \(\tilde{\mu}_n = \frac{1}{n} \sum_{i=1}^n \delta_{\tilde{X}_i}\). As in the proof of Theorem 5, by Lemma 25, we have
\[
\mathbb{E}[d_\mathcal{H}(\mu, (g_n^*)\#\nu)] \leq d_\mathcal{H}(\mu, \tilde{\mu}) + \mathbb{E}[d_\mathcal{H}(\tilde{\mu}, (g_n^*)\#\nu)]
\leq d_\mathcal{H}(\mu, \tilde{\mu}) + 2\mathbb{E}(\mathcal{H}, F, [0, 1]^d) + \mathbb{E}[d_\mathcal{H}(\tilde{\mu}, \tilde{\mu}_n)] + \epsilon_{\text{opt}},
\]
and there exists a discriminator \(F\) with \(W_2 L_2 \propto n^{d/(2d^*)} \log^2 n\) such that
\[
\mathbb{E}(\mathcal{H}, F, [0, 1]^d) \lesssim (W_2 L_2/\log_2 W_2 \log_2 L_2)^{-2\beta/d} \lesssim n^{-\beta/d^*}.
\]
For the term \( d_H(\mu, \tilde{\mu}) \), we can bound it as
\[
d_H(\mu, \tilde{\mu}) = \sup_{h \in H} \mathbb{E}_\xi[h(\tilde{X} + \xi) - h(\bar{X})] \leq \sqrt{d} \mathbb{E}_\xi[\|\xi\|_2^\beta] \leq \sqrt{d} V^{(\beta/2)},
\]
(9)
where we use the Lipschitz inequality \( |h(\tilde{X} + \xi) - h(\bar{X})| \leq \sqrt{d} \|\xi\|_2^\beta \) for the second inequality, and Jensen’s inequality for the last inequality.

For the statistical error, we have
\[
\mathbb{E}_{X_{1:n}}[d_H(\mu, \hat{\mu}_n)] \leq \mathbb{E}_{X_{1:n}} d_H(\mu, \hat{\mu}_n) + \mathbb{E}_{X_{1:n}} \mathbb{E}_{\tilde{X}_{1:n}} d_H(\hat{\mu}_n, \tilde{\mu}_n).
\]
Using Lipschitz continuity of \( h \), we have
\[
\mathbb{E}_{\tilde{X}_{1:n}} \mathbb{E}_{X_{1:n}} d_H(\hat{\mu}_n, \tilde{\mu}_n) = \mathbb{E}_{\tilde{X}_{1:n}} \mathbb{E}_{X_{1:n}} \sup_{h \in H} \frac{1}{n} \sum_{i=1}^{n} h(\tilde{X}_i + \xi_i) - h(\bar{X}_i)
\leq \sqrt{d} \mathbb{E}_{\xi_{1:n}} \frac{1}{n} \sum_{i=1}^{n} \|\xi_i\|_2^\beta
\leq \sqrt{d} V^{(\beta/2)}.
\]
(10)
To estimate \( \mathbb{E}_{\tilde{X}_{1:n}} d_H(\hat{\mu}_n, \tilde{\mu}_n) \), recall that we have denoted \( \mathcal{H}_{|\tilde{X}_{1:n}} := \{(h(\tilde{X}_1), \ldots, h(\tilde{X}_n)) : h \in \mathcal{H}\} \subseteq \mathbb{R}^n \). Since \( \tilde{\mu} \) is supported on \( \mathcal{X} \) with \( \text{dim}_M(\mathcal{X}) = d^* \) by Assumption 18, the covering number of \( \mathcal{H}_{|\tilde{X}_{1:n}} \) with respect to the distance \( \|\cdot\|_\infty \) on \( \mathbb{R}^n \) can be bounded by the covering number of \( \mathcal{H} \) with respect to the \( L^\infty(\mathcal{X}) \) distance. Hence,
\[
\log \mathcal{N}(\epsilon, \mathcal{H}_{|\tilde{X}_{1:n}}, \|\cdot\|_\infty) \leq \log \mathcal{N}(\epsilon, \mathcal{H}^{\beta}(\mathcal{X}), \|\cdot\|_\infty) \lesssim e^{-d^*/\beta} \log(1/\epsilon),
\]
by Lemma 17. Therefore, by Lemma 12,
\[
\mathbb{E}_{\tilde{X}_{1:n}} d_H(\hat{\mu}_n, \tilde{\mu}_n) \leq 8 \mathbb{E}_{X_{1:n}} \inf_{0 < \delta < 1/2} \left( \frac{3}{\sqrt{n}} \int_0^{1/2} \sqrt{\log \mathcal{N}(\epsilon, \mathcal{H}_{|\tilde{X}_{1:n}}, \|\cdot\|_\infty)} d\epsilon \right)
\lesssim \inf_{0 < \delta < 1/2} \left( \frac{\delta + n^{-1/2} \int_0^{1/2} e^{-d^*/(2\beta)} \log(1/\epsilon) d\epsilon}{\delta + n^{-1/2} \log(1/\delta) \int_0^{1/2} e^{-d^*/(2\beta)} d\epsilon} \right).
\]
A calculation similar to the inequality (6) gives
\[
\mathbb{E}_{\tilde{X}_{1:n}} d_H(\hat{\mu}_n, \tilde{\mu}_n) \lesssim (n^{-\beta/d^*} \lor n^{-1/2}) \log n.
\]
Therefore,
\[
\mathbb{E}_{X_{1:n}}[d_H(\mu, \hat{\mu}_n)] - \sqrt{d} V^{(\beta/2)} \lesssim (n^{-\beta/d^*} \lor n^{-1/2}) \log n.
\]
In summary, we obtain the desired bound
\[
\mathbb{E}[d_H(\mu, (g^*_n)_\#\nu)] - \epsilon_{\text{opt}} - 2\sqrt{d} V^{(\beta/2)} \lesssim (n^{-\beta/d^*} \lor n^{-1/2}) \log n.
\]
For the estimator $g^*_{n,m}$, we use the pseudo-dimension to bound $\mathbb{E}[d_{FG}(\nu, \hat{\nu}_m)]$. Since we have chosen $W_2L_2 \lesssim n^{d/(2d^*)} \log^2 n$ and $W_1^2L_1 \lesssim n$, 

$$
\mathbb{E}[d_{FG}(\nu, \hat{\nu}_m)] \lesssim \sqrt{\frac{(W_1^2L_1 + W_2^2L_2)(L_1 + L_2) \log(W_1^2L_1 + W_2^2L_2) \log m}{m}} \lesssim \sqrt{(n + n^{d/d^*} \log^4 n)(n + n^{d/(2d^*)} \log^2 n) \log n \log m} \lesssim \sqrt{n^{d/d^*} (n + n^{d/(2d^*)} \log^2 n) \log^5 n \log m}.
$$

By our choice of $m$, we always have $\mathbb{E}[d_{FG}(\nu, \hat{\nu}_m)] \lesssim n^{-\beta/d^*} \log n$. The result then follows from Lemma 9.

**Remark 20** In the proof, we actually show that the same convergence rate holds for $\tilde{\mu}$: $\mathbb{E}[d_{H}(\tilde{\mu}, (g^*_n)\#\nu)] - \epsilon_{opt} - \sqrt{d}V^{(\beta\Lambda)/2} \lesssim (n^{-\beta/d^*} \vee n^{-1/2}) \log n$. Note that the constant $\sqrt{d}$ is due to the Lipschitz constant of the evaluation class $H^\beta$. When $\beta = 1$, we have a better Lipschitz inequality $|h(X + \xi) - h(X)| \leq \|\xi\|_2$ in inequalities (9) and (10). As a consequence, one can check that, for the Dudley metric, 

$$
\mathbb{E}[d_{H^\beta}(\mu, (g^*_n)\#\nu)] - \epsilon_{opt} - 2V^{1/2} \lesssim (n^{-1/d^*} \vee n^{-1/2}) \log n.
$$

This bound is useful only when the variance term $V^{1/2}$ is negligible, i.e. the data distribution is really low-dimensional. One can regard the variance as a “measure” of how well the low-dimension assumption is fulfilled. It is numerically confirmed that several well-known real data have small intrinsic dimensions, while their nominal dimensions are very large (Nakada and Imaizumi, 2020).

### 3.2 Learning Distributions with Densities

When the target distribution $\mu$ has a density function $p_\mu \in \mathcal{H}^\alpha([0,1]^d)$, it was proved in Liang (2021); Singh et al. (2018) that the minimax convergence rates of nonparametric density estimation satisfy

$$
\inf_{\tilde{\mu}_n} \sup_{p_\mu \in \mathcal{H}^\alpha([0,1]^d)} \mathbb{E}d_{H^\beta([0,1]^d)}(\mu, \tilde{\mu}_n) \asymp n^{-(\alpha + \beta)/(2\alpha + d)} \vee n^{-1/2},
$$

where the infimum is taken over all estimator $\tilde{\mu}_n$ with density $p_{\tilde{\mu}_n} \in \mathcal{H}^\alpha([0,1]^d)$ based on $n$ i.i.d. samples $\{X_i\}_{i=1}^n$ of $\mu$. Ignoring the logarithmic factor, Theorem 5 gives the same convergence rate with $\alpha = 0$, which reveals the optimality of the result (since we do not assume the target has density in Theorem 5).

Under a priori that $p_\mu \in \mathcal{H}^\alpha$ for some $\alpha > 0$, it is not possible for the GAN estimators (4) and (5) to learn the regularity of the target, because the empirical distribution $\hat{\mu}_n$ do not inherit the regularity. However, we can use certain regularized empirical distribution
\(\tilde{\mu}_n\) as the plug-in for GANs and consider the estimators

\[
\tilde{g}_n^* \in \left\{ g \in G : d_F(\tilde{\mu}_n, g \# \nu) \leq \inf_{\phi \in \Phi} d_F(\tilde{\mu}_n, \phi \# \nu) + \epsilon_{opt} \right\}, \tag{11}
\]

\[
\tilde{g}_{n,m}^* \in \left\{ g \in G : d_F(\tilde{\mu}_n, g \# \nu_m) \leq \inf_{\phi \in \Phi} d_F(\tilde{\mu}_n, \phi \# \nu_m) + \epsilon_{opt} \right\}. \tag{12}
\]

By choosing the regularized distribution \(\tilde{\mu}_n\), the generator \(G\) and the discriminator \(F\) properly, we show that \(\tilde{g}_n^*\) and \(\tilde{g}_{n,m}^*\) can achieve faster convergence rates than the GAN estimators (4) and (5), which use the empirical distribution \(\hat{\mu}_n\) as the plug-in. The result can be seen as a complement to the nonparametric results in (Liang, 2021, Theorem 3).

**Theorem 21** Suppose the target \(\mu\) has a density function \(p_\mu \in \mathcal{H}^\alpha([0, 1]^d)\) for some \(\alpha > 0\), the source distribution \(\nu\) is absolutely continuous on \(\mathbb{R}\) and the evaluation class is \(\mathcal{H} = \mathcal{H}^\beta(\mathbb{R}^d)\). Then, there exist a regularized empirical distribution \(\tilde{\mu}_n\) with density \(p_{\tilde{\mu}_n} \in \mathcal{H}^\alpha([0, 1]^d)\), a generator \(G = \{g \in \mathcal{N}(W_1, L_1) : g(\mathbb{R}) \subseteq [0, 1]^d\}\) with

\[
W_1^2 L_1 \lesssim n^{2\alpha+2d/\beta} d^\beta, \quad L_2 \times 1, \quad K \lesssim (W_2/\log_2 W_2)^{2+\sigma(4\beta-4)/d} \lesssim n^{\frac{\alpha+2d}{\beta}} d^\beta,
\]

such that the GAN estimator (11) satisfies

\[
\mathbb{E}[d_\mathcal{H}(\mu, (\tilde{g}_n^*) \# \nu)] - \epsilon_{opt} \lesssim n^{-(\alpha+\beta)/(2\alpha+d)} \vee n^{-1/2}.
\]

If furthermore \(m \gtrsim n^{2\alpha+2d(2\beta+\sigma(2\beta-2)/d+1)} \log^2 n\), then the GAN estimator (12) satisfies

\[
\mathbb{E}[d_\mathcal{H}(\mu, (\tilde{g}_{n,m}^*) \# \nu)] - \epsilon_{opt} \lesssim n^{-(\alpha+\beta)/(2\alpha+d)} \vee n^{-1/2}.
\]

**Proof** Liang (2021) and Singh et al. (2018) showed the existence of regularized empirical distribution \(\tilde{\mu}_n\) with density \(p_{\tilde{\mu}_n} \in \mathcal{H}^\alpha([0, 1]^d)\) that satisfies

\[
\mathbb{E}d_\mathcal{H}(\mu, \tilde{\mu}_n) \lesssim n^{-(\alpha+\beta)/(2\alpha+d)} \vee n^{-1/2}.
\]

Similar to Lemma 9, we can decompose the error as (see Lemma 25)

\[
d_\mathcal{H}(\mu, (\tilde{g}_n^*) \# \nu) \leq \epsilon_{opt} + 2\mathcal{E}(\mathcal{H}, G, [0, 1]^d) + \inf_{g \in \mathcal{G}} d_F(\tilde{\mu}_n, g \# \nu) + d_\mathcal{H}(\mu, \tilde{\mu}_n).
\]

By Lemma 11, we can choose a discriminator \(F\) that satisfies the condition in the theorem such that the discriminator approximation error can be bounded by

\[
\mathcal{E}(\mathcal{H}, F, [0, 1]^d) \lesssim (W_2 L_2 / (\log W_2 \log L_2))^{-2\beta/d} \lesssim n^{-(\alpha+\beta)/(2\alpha+d)}.
\]

For the generator approximation error, since \(F \subseteq \text{Lip}([0, 1]^d, K)\),

\[
\inf_{g \in \mathcal{G}} d_F(\tilde{\mu}_n, g \# \nu) \leq K \inf_{g \in \mathcal{G}} W_1(\tilde{\mu}_n, g \# \nu).
\]
It was shown in Yang et al. (2022) that (see also Corollary 27)
\[ \inf_{g \in \mathcal{G}} W_1(\bar{\mu}_n, g \# \nu) \lesssim (W_1^2 L_1)^{-1/d}. \]
Hence, there exists a generator \( G \) with \( W_1^2 L_1 \asymp n^{\alpha + \beta + \sigma(2 \beta - 2)/\beta} \) such that
\[ \inf_{g \in \mathcal{G}} d_F(\bar{\mu}_n, g \# \nu) \lesssim K(W_1^2 L_1)^{-1/d} \lesssim n^{-(\alpha + \beta)/(2\alpha + d)}. \]
In summary, we have
\[ \mathbb{E} d_H(\mu, (g_n^*) \# \nu) - \epsilon_{opt} \lesssim n^{-(\alpha + \beta)/(2\alpha + d)} \lor n^{-1/2}. \]
For the estimator \( \tilde{g}_{n,m}^* \), we only need to further bound \( d_{F \circ G}(\nu, \tilde{\nu}_m) \) due to Lemma 25. By corollary 35, we can bound it using the pseudo-dimension of \( F \circ G \):
\[
\mathbb{E}[d_{F \circ G}(\nu, \tilde{\nu}_m)] \lesssim \sqrt{\frac{(W_1^2 L_1 + W_2^2 L_2)(L_1 + L_2) \log(W_1^2 L_1 + W_2^2 L_2) \log m}{m}} \sqrt{n^{\frac{\alpha + \beta + \sigma(2 \beta - 2)/\beta}{\beta}} + n^{2\alpha + d} \log n} n^{\frac{\alpha + \beta + \sigma(2 \beta - 2)/\beta}{\beta}} \log n \log m \]
\[ \lesssim n^{\frac{\alpha + \beta + \sigma(2 \beta - 2)/\beta}{\beta}} \sqrt{\log n \log m}. \]
Since \( m \gtrsim n^{\frac{2 \alpha + 2 \beta (d + \beta + \sigma(2 \beta - 2)/\beta) + 1}{\beta}} \log^2 n \), we have \( \mathbb{E}[d_{F \circ G}(\nu, \tilde{\nu}_m)] \lesssim n^{-(\alpha + \beta)/(2\alpha + d)} \), which completes the proof.

As we noted in Remark 13, the proof essentially shows that the convergence rates of \( \tilde{g}_n^* \) and \( \tilde{g}_{n,m}^* \) are not worse than the convergence rate of \( \mathbb{E} d_H(\mu, \bar{\mu}_n) \) if we choose the network architectures properly.

### 3.3 Learning Distributions with Unbounded Supports

So far, we have assumed that the target distribution has a compact support. In this section, we show how to generalize the results to target distributions with unbounded supports. For simplicity, we only consider the case when the target \( \mu \) is sub-exponential in the sense that
\[ \mu(\{x \in \mathbb{R}^d : \|x\|_\infty > \log t\}) \lesssim t^{-\alpha/d}, \quad (13) \]
for some \( \alpha > 0 \). The basic idea is to truncate the target distribution and apply the error analysis to the truncated distribution.

**Theorem 22** Suppose the target \( \mu \) satisfies condition (13), the source distribution \( \nu \) is absolutely continuous on \( \mathbb{R} \) and the evaluation class is \( \mathcal{H} = \mathcal{H}_\beta(\mathbb{R}^d) \). Then, there exist a generator \( G = \{g \in \mathcal{N}(W_1, L_1) : g(\mathbb{R}) \subseteq [-\beta a^{-1} \log n, \beta a^{-1} \log n]^d \} \) with
\[ W_1^2 L_1 \lesssim n \]
and a discriminator $\mathcal{F} = \mathcal{N}(W_2, L_2) \cap \text{Lip}(\mathbb{R}^d, K, 1)$ with
\[
W_2L_2 \lesssim n^{1/2} \log^{2+d/2} n, \quad K \gtrsim (\widetilde{W_2L_2})^{2+\sigma(4\beta-4)/d} \widetilde{L_2}^2(2\beta a^{-1} \log n)^{\beta-1},
\]
where $\widetilde{W_2} = W_2/\log_2 W_2$ and $\widetilde{L_2} = L_2/\log_2 L_2$, such that the GAN estimator (4) satisfies
\[
\mathbb{E}[d_H(\mu, (g_n^*)_\#\nu)] - \epsilon_{opt} \lesssim n^{-\beta/d} \vee n^{-1/2} \log c(\beta,d) n,
\]
where $c(\beta,d) = 1$ if $2\beta = d$, and $c(\beta,d) = 0$ otherwise.

If furthermore $m \gtrsim n^{2+2\beta/d} \log^{6+d} n$, then the GAN estimator (5) satisfies
\[
\mathbb{E}[d_H(\mu, (g_n^*)_\#\nu)] - \epsilon_{opt} \lesssim n^{-\beta/d} \vee n^{-1/2} \log c(\beta,d) n.
\]

**Proof** Without loss of generality, we assume $a = 1$ in (13). Denote $A_n = [-\beta \log n, \beta \log n]^d$, then $1 - \mu(A_n) \lesssim n^{-\beta/d}$ by (13). We define an operator $T_n : \mathcal{P}(\mathbb{R}^d) \to \mathcal{P}(A_n)$ on the set $\mathcal{P}(\mathbb{R}^d)$ of all probability distributions on $\mathbb{R}^d$ by
\[
T_n \gamma = \gamma|_{A_n} + (1 - \gamma(A_n))\delta_0, \quad \gamma \in \mathcal{P}(\mathbb{R}^d),
\]
where $\mu|_{A_n}$ is the restriction to $A_n$ and $\delta_0$ is the point measure on the zero vector. Since any function $h \in \mathcal{H}$ is bounded $\|h\|_{\infty} \leq 1$, we have
\[
d_H(\mu, T_n \mu) = \sup_{h \in \mathcal{H}} \int_{\mathbb{R}^d} h(x) d\mu(x) - \int_{\mathbb{R}^d} h(x) dT_n \mu(x)
\]
\[
= \sup_{h \in \mathcal{H}} \int_{\mathbb{R}^d \setminus A_n} h(x) d\mu(x) - (1 - \mu(A_n))h(0)
\]
\[
\leq 2(1 - \mu(A_n)) \lesssim n^{-\beta/d}.
\]
As a consequence, by the triangle inequality,
\[
d_H(\mu, (g_n^*)_\#\nu) - d_H(T_n \mu, (g_n^*)_\#\nu) \leq d_H(\mu, T_n \mu) \lesssim n^{-\beta/d}.
\]
Since $T_n \mu$ and $g_\#\nu$ are supported on $A_n$ for all $g \in \mathcal{G}$, by Lemma 25,
\[
dl_H(T_n \mu, (g_n^*)_\#\nu) \leq \epsilon_{opt} + 2\mathcal{E}(\mathcal{H}, \mathcal{F}, A_n) + \inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\tilde{\mu}_n, g_\#\nu) + d_H(T_n \mu, \tilde{\mu}_n).
\]

For the discriminator approximation error, we need to approximate any function $h \in \mathcal{H}_\beta(A_n)$. We can consider the function $\tilde{h} \in \mathcal{H}_\beta([0,1]^d)$ defined by
\[
\tilde{h}(x) = \frac{1}{(2\beta \log n)^\beta} h(\beta \log n(2x - 1)).
\]
By Lemma 11, there exists $\tilde{\phi} \in \mathcal{N}(W_2, L_2 - 1) \cap \text{Lip}(\mathbb{R}^d, K/(2\beta \log n)^{\beta-1}, 1)$ such that $\|\tilde{h} - \tilde{\phi}\|_{L^\infty([0,1]^d)} \lesssim (W_2L_2/(\log W_2 \log L_2))^{-2\beta/d}$. Define
\[
\phi_0(x) := (2\beta \log n)^\beta \tilde{\phi}\left(\frac{x}{2\beta \log n} + \frac{1}{2}\right),
\]
\[
\phi(x) := \min\{\max\{\phi_0(x), -1\}, 1\} = \sigma(\phi_0(x) + 1) - \sigma(\phi_0(x) - 1) - 1,
\]
then $\phi \in \mathcal{N}(W_2, L_2) \cap \text{Lip}(\mathbb{R}^d, K, 1)$ and
\[
\|h - \phi\|_{L^\infty(A_n)} \lesssim (W_2 L_2 / (\log W_2 \log L_2))^{-2\beta/d} \log^\beta n.
\]
This shows that, if we choose $W_2 L_2 \asymp n^{1/2} \log^{2+d/2} n$,
\[
\mathcal{E}(\mathcal{H}, \mathcal{F}, A_n) \lesssim (W_2 L_2 / (\log W_2 \log L_2))^{-2\beta/d} \log^\beta n \lesssim n^{-\beta/d}.
\]
For the generator approximation error,
\[
\inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\hat{\mu}_n, g_{\#} \nu) \leq d_{\mathcal{F}}(\hat{\mu}_n, \mathcal{T}_n \hat{\mu}_n) + \inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\mathcal{T}_n \hat{\mu}_n, g_{\#} \nu).
\]
By Lemma 10, we can choose a generator $\mathcal{G}$ with $W_2^2 L_1 \lesssim n$ such that the last term vanishes. Since $\|f\|_\infty \leq 1$ for any $f \in \mathcal{F}$, we have
\[
\mathbb{E} d_{\mathcal{F}}(\hat{\mu}_n, \mathcal{T}_n \hat{\mu}_n) \leq \mathbb{E}[2 \hat{\mu}_n(\mathbb{R}^d \setminus A_n)] = 2 \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^n 1_{\{X_i \notin A_n\}} \right] = 2 \mu(\mathbb{R}^d \setminus A_n) \lesssim n^{-\beta/d}.
\]
For the statistical error, by Lemma 12,
\[
\mathbb{E} d_{\mathcal{H}}(\mathcal{T}_n \mu, \hat{\mu}_n) \leq d_{\mathcal{H}}(\mathcal{T}_n \mu, \mu) + \mathbb{E} d_{\mathcal{H}}(\mu, \hat{\mu}_n) \lesssim n^{-\beta/d} \vee n^{-1/2} \log^{c(\beta,d)} n.
\]
In summary, we have shown that
\[
\mathbb{E}[d_{\mathcal{H}}(\mu, (g^*_{\#} \nu))] - \epsilon_{\text{opt}} \lesssim n^{-\beta/d} \vee n^{-1/2} \log^{c(\beta,d)} n.
\]
The error bound for $g^*_{n,m}$ can be estimated in a similar way. By Lemma 25, we only need to further bound $\mathbb{E}[d_{\mathcal{F} \circ \mathcal{G}}(\nu, \hat{\nu}_m)]$, which can be done as in the proof of Theorem 5.

**Remark 23** When $\beta = 1$, $\mathcal{H}^1 = \text{Lip}(\mathbb{R}^d, 1, 1)$, the metric $d_{\mathcal{H}^1}$ is the Dudley metric. For the Wasserstein distance $W_1$, we let $A_n = [2a^{-1} \log n, 2a^{-1} \log n]^d$, then
\[
W_1(\mu, \mathcal{T}_n \mu) = \sup_{\text{Lip } h \leq 1} \int_{\mathbb{R}^d \setminus A_n} h(x) - h(0) d\mu(x) \leq \int_{\mathbb{R}^d \setminus A_n} \|x\|_2 d\mu(x) \\
\leq \sqrt{d} \mathbb{E}[\|X\|_\infty 1_{\{X \notin A_n\}}] = \sqrt{d} \int_0^\infty \mu(\|X\|_\infty 1_{\{X \notin A_n\}} > t) dt \\
\lesssim \int_0^{2a^{-1} \log n} n^{-2/d} dt + \int_0^\infty 2^{-at/d} dt \\
\lesssim n^{-2/d} \log n.
\]
If we choose the generator $\mathcal{G} = \{g \in \mathcal{N}(W_1, L_1) : g(\mathbb{R}) \subseteq A_n\}$ and the discriminator $\mathcal{F} = \mathcal{N}(W_2, L_2) \cap \text{Lip}(\mathbb{R}^d, K, 2a^{-1} \sqrt{d} \log n)$ satisfying the conditions in Theorem 22 with $\beta = 1$, one can show that
\[
\mathbb{E}[W_1(\mu, (g^*_{\#} \nu))] - \epsilon_{\text{opt}} \lesssim n^{-1/d} \vee n^{-1/2} \log^{c(1,d)} n,
\]
where the same convergence rate holds for $\mathbb{E} W_1(\mu, \mathcal{T}_n \hat{\mu}_n)$ by Fournier and Guillin (2015). When $m$ is chosen properly, the same rate holds for the estimator $g^*_{n,m}$. 
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4. Discussion and Related Works

It is well-known that one-hidden-layer neural networks can approximate any continuous function on a compact set (Cybenko, 1989; Hornik, 1991; Pinkus, 1999). Recent breakthroughs of deep learning have motivated many studies on the approximation capacity of deep neural networks (Yarotsky, 2017, 2018; Yarotsky and Zhevnerchuk, 2020; Shen et al., 2019, 2020; Lu et al., 2021; Petersen and Voigtlaender, 2018). These works quantify the approximation error of deep ReLU networks in terms of the number of parameters or neurons. Our result on bounding discriminator approximation error uses ideas similar to those in these papers. An important feature of Lemma 11 is that it gives an explicit bound on the Lipschitz constant required for approximating Hölder functions, which is new in the literature.

In contrast to the vast amount of studies on function approximation by neural networks, there are only a few papers estimating the generator approximation error (Lee et al., 2017; Bailey and Telgarsky, 2018; Perekrestenko et al., 2020; Lu and Lu, 2020; Chen et al., 2020; Yang et al., 2022). The existing studies often assume that the source distribution and the target distribution have the same ambient dimension (Lu and Lu, 2020; Chen et al., 2020) or the distributions have some special form (Lee et al., 2017; Bailey and Telgarsky, 2018; Perekrestenko et al., 2020). However, these assumptions are not satisfied in practical applications. Our analysis of generator approximation is based on Yang et al. (2022), which has the minimal requirement on the source and the target distributions.

The generalization errors of GANs have been studied in several recent works. Arora et al. (2017) showed that, in general, GANs do not generalize under the Wasserstein distance and the Jensen-Shannon divergence with any polynomial number of samples. Alternatively, they estimated the generalization bound under the “neural net distance”, which is the IPM with respect to the discriminator network. Zhang et al. (2018) improved the generalization bound in Arora et al. (2017) by explicitly quantifying the complexity of the discriminator network. However, these generalization theories make the assumption that the generator can approximate the data distribution well under the neural net distance, while the construction of such generator network is unknown. Also, the neural net distance is too weak that it can be small when two distributions are not very close (Arora et al., 2017, corollary 3.2). In contrast, our results explicitly state the network architectures and provide convergence rates of GANs under the Wasserstein distance.

Similar to our results, Bai et al. (2019) showed that GANs are able to learn distributions in Wasserstein distance, if the discriminator class has strong distinguishing power against the generator class. But their theory requires each layer of the neural network generator to be invertible, and hence the width of the generator has to be the same with the input dimension, which is not the usual practice in applications. In contrast, we do not make any invertibility assumptions, and allow the discriminator and the generator networks to be wide. The work of Chen et al. (2020) is the most related to ours. They studied statistical properties of GANs and established convergence rate $O(n^{-\beta/(2\beta+d)} \log^2 n)$ for distributions with Hölder densities, when the evaluation class is another Hölder class $\mathcal{H}^\beta$. Their estimation on generator approximation is based on the optimal transport theory, which requires that the input and the output dimensions of the generator to be the same. In this paper, we study the same problem as Chen et al. (2020) and improve the convergence rate to
\( O(n^{-\beta/d} \lor n^{-1/2} \log n) \) for general probability distributions without any restrictions on the input and the output dimensions of the generator. Furthermore, our results circumvent the curse of dimensionality if the data distribution has a low-dimensional structure, and establish the convergence rate \( O((n^{-\beta/d^*} \lor n^{-1/2}) \log n) \) when the distribution concentrates around a set with Minkowski dimension \( d^* \). The recent work of Schreuder et al. (2021) also consider learning low-dimensional distributions by GANs. However, in their setting, the data distribution is generated from some smooth function and their GAN estimators are defined by directly minimizing Hölder IPMs, rather than using a discriminator network. Hence, our results are more general and practical.

There is another line of work (Liang, 2021; Singh et al., 2018; Uppal et al., 2019) concerning the non-parametric density estimation under IPMs. For example, Liang (2021) and Singh et al. (2018) established the minimax optimal rate \( O(n^{-(\alpha+\beta)/(2\alpha+d)} \lor n^{-1/2}) \) for learning a Sobolev class with smoothness index \( \alpha > 0 \), when the evaluation class is another Sobolev class with smoothness \( \beta \). Uppal et al. (2019) generalized the minimax rate to Besov IPMs, where both the target density and the evaluation classes are Besov classes. Our main result matches this optimal rate with \( \alpha = 0 \) without any assumption on the regularity of the data distribution. Theorem 21 shows that GAN is able to achieve the optimal rate by using a suitable regularized empirical distribution.

As we noted in Remark 8, the Lipschitz constraint on the discriminator network may be difficult to satisfy in practical applications. Several regularization techniques (Gulrajani et al., 2017; Kodali et al., 2017; Petzka et al., 2018; Wei et al., 2018; Thanh-Tung et al., 2019) have been applied to GANs and shown to have good empirical performance. It is interesting to see how these regularization techniques affect the convergence rates of GANs. We leave this problem for the future studies.

Finally, we note that there is an optimization error term in our results of convergence rates. So, in order to estimate the full error of GANs used in practice, one also need to estimate the optimization error, which is still a very difficult problem at present. Fortunately, our error analysis is independent of the optimization, so it is possible to combine it with other analysis of optimization. In our main theorems, we give bounds on the network size so that GANs can achieve the optimal convergence rates of learning distributions. In practice, as the network size and sample size get larger, the training becomes more difficult and hence the optimization error may become larger. So there is a trade-off between the optimization error and the bounds derived in this paper. This trade-off can provide some guide on the choice of network size in practice.

5. Proofs of Technical Lemmas

This section provides the proofs of technical lemmas used in the error analysis of GANs. We will first give a general error decomposition of the estimation error in Subsection 5.1, and then bound the generator approximation error in Subsection 5.2, the discriminator approximation error in Subsection 5.3 and the statistical error in Subsection 5.4.

5.1 Error Decomposition

In this subsection, we prove the error decomposition Lemma 9. Before the proof, we introduce the following useful lemma, which states that for any two probability distributions, the
difference in IPMs with respect to two distinct evaluation classes will not exceed two times the approximation error between the two evaluation classes. Recall that, for any $\Omega \subseteq \mathbb{R}^d$ and function classes $\mathcal{F}$ and $\mathcal{H}$ defined on $\Omega$, we denote

$$
\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) := \sup_{h \in \mathcal{H}} \inf_{f \in \mathcal{F}} \| h - f \|_{L^\infty(\Omega)}.
$$

**Lemma 24** For any probability distributions $\mu$ and $\gamma$ supported on $\Omega \subseteq \mathbb{R}^d$,

$$
d_{\mathcal{H}}(\mu, \gamma) \leq d_{\mathcal{F}}(\mu, \gamma) + 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega).
$$

**Proof** For any $\epsilon > 0$, there exists $h_\epsilon \in \mathcal{H}$ such that

$$
d_{\mathcal{H}}(\mu, \gamma) = \sup_{h \in \mathcal{H}} \{ \mathbb{E}_\mu[h] - \mathbb{E}_\gamma[h] \} \leq \mathbb{E}_\mu[h_\epsilon] - \mathbb{E}_\gamma[h_\epsilon] + \epsilon.
$$

Choose $f_\epsilon \in \mathcal{F}$ such that $\| h_\epsilon - f_\epsilon \|_{L^\infty(\Omega)} \leq \inf_{f \in \mathcal{F}} \| h_\epsilon - f \|_{L^\infty(\Omega)} + \epsilon$, then

$$
d_{\mathcal{H}}(\mu, \gamma) \leq \mathbb{E}_\mu[h_\epsilon - f_\epsilon] - \mathbb{E}_\gamma[h_\epsilon - f_\epsilon] + \mathbb{E}_\mu[f_\epsilon] - \mathbb{E}_\gamma[f_\epsilon] + \epsilon

\leq 2 \| h_\epsilon - f_\epsilon \|_{L^\infty(\Omega)} + \mathbb{E}_\mu[f_\epsilon] - \mathbb{E}_\gamma[f_\epsilon] + \epsilon

\leq 2 \inf_{f \in \mathcal{F}} \| h_\epsilon - f \|_{L^\infty(\Omega)} + 2\epsilon + d_{\mathcal{F}}(\mu, \gamma) + \epsilon

\leq 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) + d_{\mathcal{F}}(\mu, \gamma) + 3\epsilon,
$$

where we use the assumption that $\mu$ and $\gamma$ are supported on $\Omega$ in the second inequality, and use the definition of IPM $d_{\mathcal{F}}$ in the third inequality. Letting $\epsilon \to 0$, we get the desired result.

The next lemma gives an error decomposition of GAN estimators associated with an estimator $\hat{\mu}_n$ of the target distribution $\mu$. Lemma 9 is a special case of this lemma with $\hat{\mu}_n = \hat{\mu}_n$ being the empirical distribution. In the proof, we use two properties of IPM: the triangle inequality $d_{\mathcal{F}}(\mu, \gamma) \leq d_{\mathcal{F}}(\mu, \tau) + d_{\mathcal{F}}(\tau, \gamma)$ and, if $\mathcal{F}$ is symmetric, then $d_{\mathcal{F}}(\mu, \gamma) = d_{\mathcal{F}}(\gamma, \mu)$. These properties can be proved easily using the definition.

**Lemma 25** Assume $\mathcal{F}$ is symmetric, $\mu$ and $g_{\#\nu}$ are supported on $\Omega \subseteq \mathbb{R}^d$ for all $g \in \mathcal{G}$. For any probability distribution $\tilde{\mu}_n$ supported on $\Omega$, let $\tilde{g}_n^*$ and $\tilde{g}_n^*_{n,m}$ be the associated GAN estimators defined by

$$
\tilde{g}_n^* \in \left\{ g \in \mathcal{G} : d_{\mathcal{F}}(\tilde{\mu}_n, g_{\#\nu}) \leq \inf_{\phi \in \mathcal{G}} d_{\mathcal{F}}(\tilde{\mu}_n, \phi_{\#\nu}) + \epsilon_{opt} \right\},
$$

$$
\tilde{g}_n^*_{n,m} \in \left\{ g \in \mathcal{G} : d_{\mathcal{F}}(\tilde{\mu}_n, g_{\#\nu}) \leq \inf_{\phi \in \mathcal{G}} d_{\mathcal{F}}(\tilde{\mu}_n, \phi_{\#\nu}) + \epsilon_{opt} \right\}.
$$

Then, for any function class $\mathcal{H}$ defined on $\Omega$,

$$
d_{\mathcal{H}}(\mu, (\tilde{g}_n^*)_{\#\nu}) \leq \epsilon_{opt} + 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) + \inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\tilde{\mu}_n, g_{\#\nu}) + d_{\mathcal{F}}(\mu, \tilde{\mu}_n) \wedge d_{\mathcal{H}}(\mu, \tilde{\mu}_n),
$$

$$
d_{\mathcal{H}}(\mu, (\tilde{g}_n^*_{n,m})_{\#\nu}) \leq \epsilon_{opt} + 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) + \inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\tilde{\mu}_n, g_{\#\nu}) + d_{\mathcal{F}}(\mu, \tilde{\mu}_n) \wedge d_{\mathcal{H}}(\mu, \tilde{\mu}_n) + 2d_{\mathcal{F} \circ \mathcal{G}}(\nu, \tilde{\nu}_m).
$$
Proof By lemma 24 and the triangle inequality, for any $g \in \mathcal{G}$,

$$d_{\mathcal{H}}(\mu, g\#\nu) \leq 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) + d_{\mathcal{F}}(\mu, g\#\nu)$$

$$\leq 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) + d_{\mathcal{F}}(\mu, \bar{\mu}_n) + d_{\mathcal{F}}(\bar{\mu}_n, g\#\nu).$$

Alternatively, we can apply the triangle inequality first and then use lemma 24:

$$d_{\mathcal{H}}(\mu, g\#\nu) \leq d_{\mathcal{H}}(\mu, \bar{\mu}_n) + d_{\mathcal{H}}(\bar{\mu}_n, g\#\nu)$$

$$\leq d_{\mathcal{H}}(\mu, \bar{\mu}_n) + d_{\mathcal{F}}(\bar{\mu}_n, g\#\nu) + 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega).$$

Combining these two bounds, we have

$$d_{\mathcal{H}}(\mu, g\#\nu) \leq 2\mathcal{E}(\mathcal{H}, \mathcal{F}, \Omega) + d_{\mathcal{F}}(\mu, \bar{\mu}_n) + d_{\mathcal{F}}(\mu, \bar{\mu}_n) \wedge d_{\mathcal{H}}(\mu, \bar{\mu}_n). \quad (14)$$

Letting $g = \tilde{g}_{n}^*$ and observing that $d_{\mathcal{F}}(\bar{\mu}_n, (\tilde{g}_{n}^*)\#\nu) \leq \inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\bar{\mu}_n, g\#\nu) + \epsilon_{opt}$, we get the bound for $d_{\mathcal{H}}(\mu, (\tilde{g}_{n}^*)\#\nu)$.

For $\tilde{g}_{n,m}$, we only need to bound $d_{\mathcal{F}}(\bar{\mu}_n, (\tilde{g}_{n,m}^*)\#\nu)$. By the triangle inequality,

$$d_{\mathcal{F}}(\bar{\mu}_n, (\tilde{g}_{n,m}^*)\#\nu) \leq d_{\mathcal{F}}(\bar{\mu}_n, (\tilde{g}_{n,m}^*)\#\bar{\nu}_m) + d_{\mathcal{F}}((\tilde{g}_{n,m}^*)\#\bar{\nu}_m, (\tilde{g}_{n,m}^*)\#\nu).$$

By the definition of IPM, the last term can be bounded as

$$d_{\mathcal{F}}((\tilde{g}_{n,m}^*)\#\bar{\nu}_m, (\tilde{g}_{n,m}^*)\#\nu) \leq d_{\mathcal{F} \circ \mathcal{G}}(\bar{\nu}_m, \nu).$$

By the definition of $\tilde{g}_{n,m}^*$ and the triangle inequality, we have, for any $g \in \mathcal{G}$,

$$d_{\mathcal{F}}(\bar{\mu}_n, (\tilde{g}_{n,m}^*)\#\bar{\nu}_m) - \epsilon_{opt} \leq d_{\mathcal{F}}(\bar{\mu}_n, g\#\bar{\nu}_m) \leq d_{\mathcal{F}}(\bar{\mu}_n, g\#\nu) + d_{\mathcal{F}}(g\#\nu, g\#\bar{\nu}_m)$$

$$\leq d_{\mathcal{F}}(\bar{\mu}_n, g\#\nu) + d_{\mathcal{F} \circ \mathcal{G}}(\nu, \bar{\nu}_m).$$

Taking infimum over all $g \in \mathcal{G}$, we have

$$d_{\mathcal{F}}(\bar{\mu}_n, (\tilde{g}_{n,m}^*)\#\bar{\nu}_m) \leq \epsilon_{opt} + \inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\bar{\mu}_n, g\#\nu) + d_{\mathcal{F} \circ \mathcal{G}}(\nu, \bar{\nu}_m).$$

Therefore,

$$d_{\mathcal{F}}(\bar{\mu}_n, (\tilde{g}_{n,m}^*)\#\nu) \leq \epsilon_{opt} + \inf_{g \in \mathcal{G}} d_{\mathcal{F}}(\bar{\mu}_n, g\#\nu) + 2d_{\mathcal{F} \circ \mathcal{G}}(\nu, \bar{\nu}_m).$$

Combining this with the inequality (14), we get the bound for $d_{\mathcal{H}}(\mu, (\tilde{g}_{n,m}^*)\#\nu)$. \hfill \blacksquare

### 5.2 Bounding Generator Approximation Error

For completeness, we sketch the proof of Lemma 10, whose detailed proof can be found in Yang et al. (2022). The proof is essentially based on the fact that ReLU neural networks can express any piece-wise linear functions. The following lemma is a quantified description of this fact.
Lemma 26 (Yang et al. (2022), Lemma 3.1) Suppose that $W \geq 7d + 1$, $L \geq 2$ and $N \leq (W - d - 1)[\frac{W - d - 1}{6d}] \lfloor \frac{L}{2} \rfloor$. For any $z_0 < z_1 < \cdots < z_N < z_{N+1}$, let $S^d(z_0, \ldots, z_{N+1})$ be the set of all continuous piece-wise linear functions $g : \mathbb{R} \to \mathbb{R}^d$ which have breakpoints only at $z_i$, $0 \leq i \leq N+1$, and are constant on $(-\infty, z_0)$ and $(z_{N+1}, \infty)$. Then $S^d(z_0, \ldots, z_{N+1}) \subseteq \mathcal{N}\mathcal{N}(W, L)$.

This lemma essentially says that $N \lesssim W^2L/d$ is sufficient for $S^d(z_0, \ldots, z_{N+1}) \subseteq \mathcal{N}\mathcal{N}(W, L)$. One can also show that it is also a necessary condition. To see this, we denote the number of parameters in $\mathcal{N}\mathcal{N}(W, L)$ by $n(W, L) \lesssim W^2L$, and consider the function $F : \mathbb{R}^n(W, L) \to \mathbb{R}^d(N+2)$ defined by $F(\theta) := (f_0(z_0), \ldots, f_0(z_{N+1}))$, where $f_0 \in \mathcal{N}\mathcal{N}(W, L)$ denote the neural network function parameterized by $\theta \in \mathbb{R}^{n(W, L)}$. Since $F$ is a piece-wise multivariate polynomial of $\theta$, it is Lipschitz continuous on any compact sets, hence it does not increase the Hausdorff dimension (Evans and Garzepy, 2018, Theorem 2.8). If $S^d(z_0, \ldots, z_{N+1}) \subseteq \mathcal{N}\mathcal{N}(W, L)$, then $F$ is surjective, which implies $d(N+2) \leq n(W, L)$. Thus, $N \lesssim n(W, L)/d \lesssim W^2L/d$ is necessary for $S^d(z_0, \ldots, z_{N+1}) \subseteq \mathcal{N}\mathcal{N}(W, L)$.

Now, we sketch the proof of Lemma 10. For any $\gamma \in \mathcal{P}(n)$, we can assume $\gamma = \sum_{i=1}^n p_i \delta_{x_i}$ with $\sum_{i=1}^n p_i = 1$, $p_i > 0$ and $x_i \in \mathbb{R}^d$. For any absolutely continuous probability measure $\nu$ on $\mathbb{R}$, we can choose $2n - 2$ points

$$z_3/2 < z_2 < z_5/2 < \cdots < z_{n-1/2} < z_n$$

such that $\nu((z_i, z_{i+1/2})) \approx p_i$ for $1 \leq i \leq n$, where we set $z_1 = -\infty$ and $z_{n+1/2} = \infty$ for convenience. Then, we can construct a continuous piece-wise linear function $g$ such that $g(z) = x_i$ for $z \in (z_i, z_{i+1/2})$ and $g$ is linear on $(z_{i+1/2}, z_{i+1})$. For such a function $g$, $g_\#\nu$ is supported on a union of line segments that pass through all $x_i$, and $g_\#\nu(\{x_i\}) \approx p_i$ for all $1 \leq i \leq n$. Since $g \in S^d(z_3/2, z_2, \ldots, z_n)$ with $2n - 2 \leq (W - d - 1)[\frac{W - d - 1}{6d}] \lfloor \frac{L}{2} \rfloor$ breakpoints, Lemma 26 tells us that $g \in \mathcal{N}\mathcal{N}(W, L)$. Using this construction, one can show that for any given $\epsilon > 0$, there exists $g \in \mathcal{N}\mathcal{N}(W, L)$ such that

$$W_1(\gamma, g_\#\nu) < \epsilon.$$ 

Furthermore, in our construction, $g(\mathbb{R}) = \bigcup_{i=1}^{n-1} g([z_i, z_{i+1}])$ is a union of line segments with endpoints $x_i$ and $x_{i+1}$. Hence, $g(\mathbb{R})$ must be contained in the convex hull of $\{x_i : 1 \leq i \leq n\}$. Thus, if the support of $\gamma$ is in a convex set $C$, $g$ can be chosen to satisfy $g(\mathbb{R}) \subseteq C$.

Using Lemma 10, we can also bound the generator approximation error of a distribution with bounded support.

Corollary 27 Let $\nu$ be an absolutely continuous probability distribution on $\mathbb{R}$. Assume that $\mu$ is a probability distribution on $[0, 1]^d$. Then, for any $W \geq 7d + 1$ and $L \geq 2$, for the generator $\mathcal{G} = \{g \in \mathcal{N}\mathcal{N}(W, L) : g(\mathbb{R}) \subseteq [0, 1]^d\}$, one has

$$\inf_{g \in \mathcal{G}} W_1(\mu, g_\#\nu) \leq C_d(W^2L)^{-1/d},$$

where $C_d$ is a constant depending only on $d$.

**Proof** Given any $k \in \mathbb{N}$, we denote $A_k := \{(i_1, \ldots, i_d)/k : i_j \in \mathbb{N}, i_j \leq k, j = 1, 2, \ldots, d\}$, whose cardinality is $k^d$. It is easy to see that there exists a partition $[0, 1]^d = \bigcup_{k \in A_k} Q_{x_i}$
such that for any \( x_i \in A_k \) and \( x \in Q_{x_i} \), \( \| x - x_i \|_2 \leq \sqrt{d}/k \). We consider the discrete distribution
\[
\gamma_k := \sum_{x_i \in A_k} \mu(Q_{x_i}) \delta_{x_i}.
\]
Then,
\[
W_1(\mu, \gamma_k) = \sup_{\text{Lip } h \leq 1} \int_{[0,1]^d} h(x)d\mu(x) - \sum_{x_i \in A_k} \mu(Q_{x_i}) h(x_i)
= \sup_{\text{Lip } h \leq 1} \sum_{x_i \in A_k} \int_{Q_{x_i}} h(x) - h(x_i)d\mu(x)
\leq \sum_{x_i \in A_k} \mu(Q_{x_i}) \frac{\sqrt{d}}{k} = \frac{\sqrt{d}}{k}.
\]
For any \( W \geq 7d+1 \) and \( L \geq 2 \), we choose the largest \( k \in \mathbb{N} \) such that \( k^d \leq \frac{W - d - 1}{2} \left( \frac{W - d - 1}{6d} \right)^{\frac{L}{2}} + 2 \), then by triangle inequality and Lemma 10,
\[
\inf_{g \in G} W_1(\mu, g \# \nu) \leq W_1(\mu, \gamma_k) + \inf_{g \in G} W_1(\gamma_k, g \# \nu) \leq \frac{\sqrt{d}}{k} \leq C_d(W^2L)^{-1/d},
\]
for some constant \( C_d \) depending only on \( d \).

5.3 Bounding Discriminator Approximation Error

This subsection considers the discriminator approximation error. Our goal is to construct a neural network to approximate a function \( h \in \mathcal{H}^{\beta}([0,1]^d) \) with \( \beta = s + r \geq 1, s \in \mathbb{N}_0 \) and \( r \in (0,1] \). The main idea is to approximate the Taylor expansion of \( h \). By Petersen and Voigtlaender (2018, Lemma A.8), for any \( x, x_0 \in [0,1]^d \),
\[
\left| h(x) - \sum_{\|\alpha\|_1 \leq s} \frac{\partial^{\alpha} h(x_0)}{\alpha!} (x - x_0)^\alpha \right| \leq d^s \| x - x_0 \|_2^\beta.
\]
The approximation of the Taylor expansion can be divided into three parts:

- Partition \([0,1]^d\) into small cubes \( \cup_\theta Q_\theta \), and construct a network \( \psi \) that approximately maps each \( x \in Q_\theta \) to a fixed point \( x_\theta \in Q_\theta \). Hence, \( \psi \) approximately discretize \([0,1]^d\).

- For any \( \alpha \), construct a network \( \phi_\alpha \) that approximates the Taylor coefficient \( x \in Q_\theta \mapsto \partial^{\alpha} h(x_\theta) \). Once \([0,1]^d\) is discretized, this approximation is reduced to a data fitting problem.

- Construct a network \( P_\alpha(x) \) to approximate the monomial \( x^\alpha \). In particular, we can construct a network \( \phi_x \) that approximates the product function.
Then our construction of neural network can be written in the form

\[ \phi(x) = \sum_{\|\alpha\|_1 \leq s} \phi_x \left( \frac{\phi_\alpha(x)}{\alpha!}, P_\alpha(x - \psi(x)) \right). \]

We collect the required preliminary results in next two subsections and give a proof of Lemma 11 in Subsection 5.3.3.

5.3.1 Data Fitting

Given any \( N + 2 \) samples \( \{(x_i, y_i) \in \mathbb{R}^2 : i = 0, 1, \ldots, N + 1\} \) with \( x_0 < x_1 < \cdots < x_N < x_{N+1} \), there exists a unique piece-wise linear function \( \phi \) that satisfies the following three conditions

1. \( \phi(x_i) = y_i \) for \( i = 0, 1, \ldots, N + 1 \).
2. \( \phi \) is linear on each interval \([x_i, x_{i+1}]\), \( i = 0, 1, \ldots, N \)
3. \( \phi(x) = y_0 \) for \( x \in (-\infty, x_0) \) and \( \phi(x) = y_{N+1} \) for \( x \in (x_{N+1}, \infty) \).

We say \( \phi \) is the linear interpolation of the given samples. Note that for any \( x \in \mathbb{R} \),

\[ \min_{0 \leq i \leq N+1} y_i \leq \phi(x) \leq \max_{0 \leq i \leq N+1} y_i, \quad \text{and} \quad \text{Lip} \phi \leq \max_{0 \leq i \leq N} \left| \frac{y_{i+1} - y_i}{x_{i+1} - x_i} \right|. \]

The next lemma estimates the required size of network to interpolate the given samples. Note that this lemma is a special case of Lemma 26, which is from Yang et al. (2022, Lemma 3.1) and Daubechies et al. (2021, lemma 3.4).

**Lemma 28** For any \( W \geq 6, L \in \mathbb{N} \) and any samples \( \{(x_i, y_i) \in \mathbb{R}^2 : i = 0, 1, \ldots, N + 1\} \) with \( x_0 < x_1 < \cdots < x_N < x_{N+1} \), where \( N \leq [W/6]WL \), the linear interpolation of these samples \( \phi \in \mathcal{NN}(W + 2, 2L) \).

As an application of Lemma 28, we show how to use a ReLU neural network to approximately discretize the input space \([0, 1]^d\).

**Proposition 29** For any integers \( W \geq 6, L \geq 2, d \geq 1 \) and \( 0 < \delta \leq \frac{1}{3K} \) with \( K = \lfloor (WL)^{2/d} \rfloor \), there exists a one-dimensional ReLU network \( \phi \in \mathcal{NN}(4W + 3, 4L) \) such that \( \phi(x) \in [0, 1] \) for all \( x \in \mathbb{R} \), \( \text{Lip} \phi \leq \frac{2L}{K^{2/d}} \) and

\[ \phi(x) = k, \quad \text{if} \ x \in \left[ k \frac{K}{K}, \frac{k+1}{K} - \delta \cdot 1_{\{k<K-1\}} \right], k = 0, 1, \ldots, K - 1. \]

**Proof** The proof is divided into two cases: \( d = 1 \) and \( d \geq 2 \).

Case 1: \( d = 1 \). We have \( K = W^2L^2 \) and denote \( M = W^2L \). Then we consider the sample set

\[ \left\{ \left( \frac{m}{M}, m \right) : m = 0, 1, \ldots, M - 1 \right\} \cup \left\{ \left( \frac{m+1}{M} - \delta, m \right) : m = 0, 1, \ldots, M - 2 \right\} \cup \{(1, M - 1)\}. \]
Its cardinality is $2M = 2W^2L \leq \lfloor 4W/6 \rfloor (4W)L + 2$. By Lemma 28, the linear interpolation of these samples $\phi_1 \in \mathcal{N}(4W + 2, 2L)$. In particular, $\phi_1(x) \in [0, M - 1]$ for all $x \in \mathbb{R}$, Lip $\phi_1 = 1/\delta$ and

$$\phi_1(x) = m, \quad \text{if } x \in \left[ \frac{m}{M}, \frac{m + 1}{M} - \delta \cdot 1_{\{m < M - 1\}} \right], m = 0, 1, \ldots, M - 1.$$  

Next, we consider the sample set

$$\{(\frac{l}{ML}, l) : l = 0, 1, \ldots, L - 1\} \cup \{(\frac{l+1}{ML} - \delta, l) : l = 0, 1, \ldots, L - 2\} \cup \{(\frac{1}{M}, L - 1)\}.$$  

Its cardinality is $2L$. By Lemma 28, the linear interpolation of these samples $\phi_2 \in \mathcal{N}(8, 2L)$. In particular, $\phi_2(x) \in [0, L - 1]$ for all $x \in \mathbb{R}$, Lip $\phi_2 = 1/\delta$ and for $m = 0, 1, \ldots, M - 1$, $l = 0, 1, \ldots, L - 1$, we have

$$\phi_2 \left( x - \frac{1}{M} \phi_1(x) \right) = \phi_2 \left( x - \frac{m}{M} \right) = l, \quad \text{if } x \in \left[ \frac{mL+l}{ML}, \frac{mL+l+1}{ML} - \delta \cdot 1_{\{mL+l < ML - 1\}} \right].$$  

Define $\phi(x) := \frac{1}{M} \phi_1(x) + \frac{1}{ML} \phi_2 \left( \sigma(x) - \frac{1}{M} \phi_1(x) \right) \in [0, 1]$. Then, it is easy to see that $\phi \in \mathcal{N}(4W + 3, 4L)$. For each $x \in \left[ \frac{k}{K}, \frac{k+1}{K} - \delta \cdot 1_{\{k < K - 1\}} \right]$ with $k \in \{0, 1, \ldots, K - 1\} = \{0, 1, \ldots, ML - 1\}$, there exists a unique representation $k = mL + l$ for $m \in \{0, 1, \ldots, M - 1\}$, $l \in \{0, 1, \ldots, L - 1\}$, and we have

$$\phi(x) = \frac{1}{M} \phi_1(x) + \frac{1}{ML} \phi_2 \left( \sigma(x) - \frac{1}{M} \phi_1(x) \right) = \frac{mL+l}{ML} = \frac{k}{K}.$$  

Observing that the Lipschitz constant of the function $x \mapsto \sigma(x) - \frac{1}{M} \phi_1(x)$ is $\frac{1}{M\delta}$, the Lipschitz constant of $\phi$ is at most $\frac{1}{M\delta} + \frac{1}{ML} \frac{1}{M\delta} \leq \frac{2L}{K\delta^2}$.

Case 2: $d \geq 2$. We consider the sample set

$$\{(\frac{k}{K}, \frac{k}{K}) : k = 0, 1, \ldots, K - 1\} \cup \{(\frac{k+1}{K} - \delta, \frac{k}{K}) : k = 0, 1, \ldots, K - 1\} \cup \{(1, \frac{K-1}{K})\}.$$  

Its cardinality is $2K \leq 2W^2/dL^{2/d} \leq \lfloor 4W/6 \rfloor (4W)L + 2$. By Lemma 28, the linear interpolation of these samples $\phi \in \mathcal{N}(4W + 2, 2L)$. In particular, $\phi(x) \in [0, 1]$ for all $x \in \mathbb{R}$,

$$\phi(x) = \frac{k}{K}, \quad \text{if } x \in \left[ \frac{k}{K}, \frac{k+1}{K} - \delta \cdot 1_{\{k < K - 1\}} \right], k = 0, 1, \ldots, K - 1,$$

and the Lipschitz constant of $\phi$ is $\frac{1}{K\delta} \leq \frac{2L}{K\delta^2}$.

Lemma 28 shows that a network $\mathcal{N}(W, L)$ can exactly fit $N \asymp W^2L$ samples. We are going to show that it can approximately fit $N \asymp (W/\log_2 W)^2 (L/\log_2 L)^2$ samples. The construction is based on the bit extraction technique (Bartlett et al., 1998, 2019). The following lemma shows how to extract a specific bit using ReLU neural networks. For convenient, we denote the binary representation as

$$\text{Bin}0.x_1x_2 \ldots x_L := \sum_{j=1}^{L} x_j 2^{-j} \in [0, 1],$$

where $x_j \in \{0, 1\}$ for all $j = 1, 2, \ldots, L$.
Lemma 30 For any $L \in \mathbb{N}$, there exists $\phi \in \mathcal{NN}(8,2L)$ such that $\phi(x,l) = x_{l}$ for $x = \text{Bin}0.x_{1}x_{2}...x_{L}$ with $x_{j} \in \{0,1\}$ and $l = 1,2,...,L$. Furthermore, $|\phi(x,l) - \phi(x',l')| \leq 2 \cdot 2^{L} |x - x'| + L |l - l'|$ for any $x,x',l,l' \in \mathbb{R}$.

Proof For any $x = \text{Bin}0.x_{1}x_{2}...x_{L}$, we define $\xi_{j} := \text{Bin}0.x_{j}x_{j+1}...x_{L}$ for $j = 1,2,...,L$. Then $\xi_{1} = x$ and $\xi_{j+1} = 2\xi_{j} - x_{j} = \sigma(2\sigma(\xi_{j}) - x_{j})$ for $j = 1,2,...,L - 1$. Let

$$T(x) := \sigma(2^{L}x - 2^{L-1} + 1) - \sigma(2^{L}x - 2^{L-1}) = \begin{cases} 0 & x \leq 1/2 - 2^{-L}, \\ \text{linear} & 1/2 - 2^{-L} < x < 1/2, \\ 1 & x \geq 1/2. \end{cases}$$

It is easy to check that $x_{j} = T(\xi_{j})$.

Denote $\delta_{j} = 1$ if $j = 0$ and $\delta_{j} = 0$ if $j \neq 0$ is an integer. Observing that

$$\delta_{j} = \sigma(j + 1) + \sigma(j - 1) - 2\sigma(j),$$

and $t_{1}t_{2} = \sigma(t_{1} + t_{2} - 1)$ for any $t_{1},t_{2} \in \{0,1\}$, we have

$$x_{l} = \sum_{j=1}^{L} \delta_{l-j}x_{j} = \sum_{j=1}^{L} \sigma(\sigma(l - j + 1) + \sigma(l - j - 1) - 2\sigma(l-j) + x_{j} - 1).$$

(15)

If we denote the partial sum $s_{i,j} = \sum_{i=1}^{j} \sigma(\sigma(l - i + 1) + \sigma(l - i - 1) - 2\sigma(l-i) + x_{i} - 1)$, then $x_{l} = s_{l,L}$.

For any $t_{1},t_{2},t_{3} \in \mathbb{R}$, we define a function $\psi(t_{1},t_{2},t_{3}) = (y_{1},y_{2},y_{3}) \in \mathbb{R}^{3}$ by

$$y_{1} := \sigma(2\sigma(t_{1}) - T(t_{1})),$$
$$y_{2} := \sigma(t_{2}) + \sigma(\sigma(t_{3}) + \sigma(t_{3}) - 2 - 2\sigma(t_{3} - 1) + T(t_{1}) - 1),$$
$$y_{3} := \max\{t_{3} - 1, -L\} = \sigma(t_{3} - 1 + L) - L.$$

Then, it is easy to check that $\psi \in \mathcal{NN}(8,2)$. Using the expressions (15) we have derived for $x_{l}$, one has

$$\psi(\xi_{j},s_{l,j-1},l - j + 1) = (\xi_{j+1},s_{l,j},l - j), \ l,j = 1,\ldots,L,$$

where $s_{l,0} := 0$ and $\xi_{L+1} := 0$. Hence, by composing $\psi$ $L$ times, we can construct a network $\phi = \psi \circ \cdots \circ \psi \in \mathcal{NN}(8,2L)$ such that $\phi(x,l) = \psi \circ \cdots \circ \psi(x,0,l) = s_{l,L} = x_{l}$ for $l = 1,2,\ldots,L$, where we drop the first and the third outputs of $\psi$ in the last layer.

It remains to estimate the Lipschitz constant. For any $t_{1},t_{2},t_{3},t'_{1},t'_{2},t'_{3} \in \mathbb{R}$, suppose $(y_{1},y_{2},y_{3}) = \psi(t_{1},t_{2},t_{3})$ and $(y'_{1},y'_{2},y'_{3}) = \psi(t'_{1},t'_{2},t'_{3})$. Then $|y_{1} - y'_{1}| \leq 2^{L}|t_{1} - t'_{1}|$, $|y_{3} - y'_{3}| \leq |t_{3} - t'_{3}|$ and $|y_{2} - y'_{2}| \leq |t_{2} - t'_{2}| + 2^{L}|t_{1} - t'_{1}| + |t_{3} - t'_{3}|$. Therefore, by induction,

$$|\phi(x,l) - \phi(x',l')| \leq (2^{L} + 2^{2L} + 2^{3L} + \cdots + 2^{L^{2}})|x - x'| + L |l - l'|$$
$$\leq 2 \cdot 2^{L^{2}}|x - x'| + L |l - l'|,$$

for any $x,x',l,l' \in \mathbb{R}$. □

Using the bit extraction technique, the next lemma shows a network $\mathcal{NN}(W,L)$ can exactly fit $N \times W^{2}L^{2}$ binary samples.
Lemma 31  Given any $W \geq 6$, $L \geq 2$ and any $\theta_i \in \{0, 1\}$ for $i = 0, 1, \ldots, W^2 L^2 - 1$, there exists $\phi \in \mathcal{N}\mathcal{N}(8W + 4, 4L)$ such that $\phi(i) = \theta_i$ for $i = 0, 1, \ldots, W^2 L^2 - 1$ and $\text{Lip } \phi \leq 2 \cdot 2L^2 + L^2$.

Proof Denote $M = W^2 L$, then, for each $i = 0, 1, \ldots, W^2 L^2 - 1$, there exists a unique representation $i = mL + l$ with $m = 0, 1, \ldots, M - 1$ and $l = 0, 1, \ldots, L - 1$. So we define $b_{m,l} := \theta_i$, where $i = mL + l$. We further set $y_m := \text{Bin} 0.b_{m,0}b_{m,1}\ldots b_{m,L-1} \in [0, 1]$ and $y_M = 1$. By Lemma 30, there exists $\psi \in \mathcal{N}\mathcal{N}(8, 2L)$ such that $\psi(y_m, l + 1) = b_{m,l}$ for any $m = 0, 1, \ldots, M - 1$, and $l = 0, 1, \ldots, L - 1$.

We consider the sample set

$$\{(mL, y_m) : m = 0, 1, \ldots, M\} \cup \{(mL - 1, y_{m-1}) : m = 1, \ldots, M\}.$$ 

Its cardinality is $2M + 1 = 2W^2L + 1 \leq \lfloor 4W/6 \rfloor (4W) L + 2$. By Lemma 28, the linear interpolation of these samples $\phi_1 \in \mathcal{N}\mathcal{N}(4W + 2, 2L)$. In particular, $\text{Lip } \phi_1 \leq 1$ and $\phi_1(i) = y_m$, when $i = mL + l$, for $m = 0, 1, \ldots, M - 1$, and $l = 0, 1, \ldots, L - 1$.

Similarly, for the sample set

$$\{(mL, 0) : m = 0, 1, \ldots, M\} \cup \{(mL - 1, L - 1) : m = 1, \ldots, M\},$$

the linear interpolation of these samples $\phi_2 \in \mathcal{N}\mathcal{N}(4W + 2, 2L)$. In particular, $\text{Lip } \phi_2 = L - 1$ and $\phi_2(i) = l$, when $i = mL + l$, for $m = 0, 1, \ldots, M - 1$, and $l = 0, 1, \ldots, L - 1$.

We define $\phi(x) := \psi(\phi_1(x), \phi_2(x) + 1)$, then $\phi \in \mathcal{N}\mathcal{N}(8W + 4, 4L)$ and

$$\phi(i) = \psi(\phi_1(i), \phi_2(i) + 1) = \psi(y_m, l + 1) = b_{m,l} = \theta_i$$

for $i = mL + l$ with $m = 0, 1, \ldots, M - 1$, and $l = 0, 1, \ldots, L - 1$. By Lemma 30, we have

$$|\phi(x) - \phi(x')| \leq 2 \cdot 2L^2 |\phi_1(x) - \phi_1(x')| + L|\phi_2(x) - \phi_2(x')| \leq (2 \cdot 2L^2 + L^2)|x - x'|$$

for any $x, x' \in \mathbb{R}$. $\blacksquare$

As an application of Lemma 31, we show that a network $\mathcal{N}\mathcal{N}(W, L)$ can approximately fit $N \times (W/\log W)^2 (L/\log L)^2$ samples.

Proposition 32  For any $W \geq 6$, $L \geq 2$, $s \in \mathbb{N}$ and any $\xi_i \in [0, 1]$ for $i = 0, 1, \ldots, W^2 L^2 - 1$, there exists $\phi \in \mathcal{N}\mathcal{N}(8s(2W + 1)\lfloor \log_2(2W) \rfloor + 2, 4L\lfloor \log_2(2L) \rfloor + 1)$ such that $\text{Lip } \phi \leq 4 \cdot 2L^2 + 2L^2$, $|\phi(i) - \xi_i| \leq (WL)^{-2s}$ for $i = 0, 1, \ldots, W^2 L^2 - 1$ and $\phi(t) \in [0, 1]$ for all $t \in \mathbb{R}$.

Proof Denote $J = \lfloor 2s \log_2(WL) \rfloor$. For each $\xi_i \in [0, 1]$, there exist $b_{i,1}, b_{i,2}, \ldots, b_{i,J} \in \{0, 1\}$ such that

$$|\xi_i - \text{Bin} 0.b_{i,1}b_{i,2}\ldots b_{i,J}| \leq 2^{-J}.$$ 

By Lemma 31, there exist $\phi_1, \phi_2, \ldots, \phi_J \in \mathcal{N}\mathcal{N}(8W + 4, 4L)$ such that $\text{Lip } \phi_j \leq 2 \cdot 2L^2 + L^2$ and $\phi_j(i) = b_{i,j}$ for $i = 0, 1, \ldots, W^2 L^2 - 1$ and $j = 1, 2, \ldots, J$. We define

$$\tilde{\phi}(t) := \sum_{j=1}^{J} 2^{-j} \phi_j(t), \quad t \in \mathbb{R}.$$
Then, for $i = 0, 1, \ldots, W^2L^2 - 1$,
\[
|\tilde{\phi}(i) - \xi_i| = \left| \sum_{j=1}^{J} 2^{-j} b_{i,j} - \xi_i \right| = |\text{Bin } 0.b_{i,1}b_{i,2} \ldots b_{i,J} - \xi_i| \leq 2^{-J} \leq (WL)^{-2s}.
\]

Since $J \leq 1 + 2s \log_2(WL) \leq 2(1 + s \log_2 W)(1 + \log_2 L) \leq 2s \log_2(2W) \log_2(2L)$, \(\tilde{\phi}\) can be implemented to be a network with width $8s(2W+1)[\log_2(2W)]+2$ and depth $4L[\log_2(2L)]$, where we use two neurons in each hidden layer to remember the input and intermediate summation. Furthermore, for any $t, t' \in \mathbb{R}$,
\[
|\tilde{\phi}(t) - \tilde{\phi}(t')| \leq \sum_{j=1}^{J} 2^{-j} \text{Lip } \phi_j|t - t'| \leq (4 \cdot 2L^2 + 2L^2)|t - t'|.
\]

Finally, we define
\[
\phi(t) := \min\{\max\{\tilde{\phi}(t), 0\}, 1\} = \sigma(\tilde{\phi}(t)) - \sigma(\tilde{\phi}(t) - 1) \in [0, 1].
\]

Then $\phi \in \mathcal{NN}(8s(2W+1)[\log_2(2W)], 4L[\log_2(2L)]+1)$, $\text{Lip } \phi \leq \text{Lip } \tilde{\phi}$ and $\phi(i) = \tilde{\phi}(i)$ for $i = 0, 1, \ldots, W^2L^2 - 1$.

5.3.2 Approximation of Polynomials
The approximation of polynomials by ReLU neural networks is well-known (Yarotsky, 2017; Lu et al., 2021). The next lemma gives an estimate of the approximation error of the product function.

**Lemma 33** For any $W, L \in \mathbb{N}$, there exists $\phi \in \mathcal{NN}(9W + 1, L)$ such that for any $x, x', y, y' \in [-1, 1]$,
\[
|xy - \phi(x, y)| \leq 6W^{-L},
\]
\[
|\phi(x, y) - \phi(x', y')| \leq 7|x - x'| + 7|y - y'|.
\]

**Proof** We follow the construction in Lu et al. (2021). We first construct a neural network $\psi$ that approximates the function $f(x) = x^2$ on $[0, 1]$. Denote
\[
T_1(x) := \begin{cases} 
2x, & x \in [0, 1/2], \\
2(1 - x), & x \in (1/2, 1],
\end{cases}
\]
and $T_i(x) := T_{i-1}(T_1(x))$ for $x \in [0, 1]$ and $i = 2, 3, \ldots$. We note that $T_i$ can be implemented by a one-hidden-layer ReLU network with width $2^i$. Let $f_k : [0, 1] \to [0, 1]$ be the piece-wise linear function such that $f_k(\frac{j}{2^k}) = \left(\frac{j}{2^k}\right)^2$ for $j = 0, 1, \ldots, 2^k$, and $f_k$ is linear on $[\frac{j-1}{2^k}, \frac{j}{2^k}]$ for $j = 1, 2, \ldots, 2^k$. Then, using the fact $\frac{(x-h)^2 + (x+h)^2}{2} - x^2 = h^2$, we have
\[
|x^2 - f_k(x)| \leq 2^{-2(k+1)}, \quad x \in [0, 1], k \in \mathbb{N}.
\]
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Furthermore, \( f_{k-1}(x) - f_k(x) = \frac{T_k(x)}{2^{2k}} \) and \( x - f_1(x) = \frac{T_1(x)}{4} \). Hence,

\[
f_k(x) = x - (x - f_1(x)) - \sum_{i=2}^{k} (f_{i-1}(x) - f_i(x)) = x - \sum_{i=1}^{k} \frac{T_i(x)}{2^{2i}}, \quad x \in [0,1], k \in \mathbb{N}.
\]

Given \( W \in \mathbb{N} \), there exists a unique \( n \in \mathbb{N} \) such that \( (n - 1)2^{n-1} + 1 \leq W \leq n2^n \). For any \( L \in \mathbb{N} \), it was showed in Lu et al. (2021, Lemma 5.1) that \( f_{nL} \) can be implemented by a network \( \psi \) with width \( 3W \) and depth \( L \). Hence,

\[
|x^2 - \psi(x)| \leq |x^2 - f_{nL}(x)| \leq 2^{-2(nL+1)} = 2^{-2nL}/4 \leq W^{-L}/4, \quad x \in [0,1],
\]

where we use \( W \leq n2^n \leq 2^{2n} \) in the last inequality.

Using the fact that

\[
xy = 2 \left( \left( \frac{x+y}{2} \right)^2 - \left( \frac{x}{2} \right)^2 - \left( \frac{y}{2} \right)^2 \right), \quad x, y \in \mathbb{R},
\]

we can approximate the function \( f(x, y) = xy \) by

\[
\phi_0(x, y) := 2 \left( \psi \left( \frac{x+y}{2} \right) - \psi \left( \frac{x}{2} \right) - \psi \left( \frac{y}{2} \right) \right).
\]

Then, \( \phi_0 \in \mathcal{NN}(9W, L) \) and for \( x, y \in [0,1] \),

\[
|xy - \phi_0(x, y)| \leq 2 \left| \left( \frac{x+y}{2} \right)^2 - \psi \left( \frac{x+y}{2} \right) \right| + 2 \left| \left( \frac{x}{2} \right)^2 - \psi \left( \frac{x}{2} \right) \right| + 2 \left| \left( \frac{y}{2} \right)^2 - \psi \left( \frac{y}{2} \right) \right| \leq \frac{3}{2} W^{-L}
\]

Furthermore, for any \( x, x', y, y' \in [0,1] \),

\[
|\phi_0(x, y) - \phi_0(x', y')| \leq 2 \left| f_{nL} \left( \frac{x+y}{2} \right) - f_{nL} \left( \frac{x'+y'}{2} \right) \right| + 2 \left| f_{nL} \left( \frac{x}{2} \right) - f_{nL} \left( \frac{x'}{2} \right) \right| + 2 \left| f_{nL} \left( \frac{y}{2} \right) - f_{nL} \left( \frac{y'}{2} \right) \right| \leq 3|x - x'| + 3|y - y'|,
\]

where we use \( |f_{nL}(t) - f_{nL}(t')| \leq 2|t - t'| \) for \( t, t' \in [0,1] \) and \( |f_{nL}(t) - f_{nL}(t')| \leq |t - t'| \) for \( t, t' \in [0,1/2] \).

For any \( x, y \in [-1,1] \), set \( x_0 = (x + 1)/2 \in [0,1] \) and \( y_0 = (y + 1)/2 \in [0,1] \), then \( xy = 4x_0y_0 - x - y - 1 \). Using this fact, we define the target function by

\[
\phi(x, y) = 4\phi_0 \left( \frac{x+1}{2}, \frac{y+1}{2} \right) - \sigma(x + y + 2) + 1.
\]

Then, \( \phi \in \mathcal{NN}(9W+1, L) \) and for \( x, y \in [-1,1] \),

\[
|xy - \phi(x, y)| \leq 4 \left| \frac{x+1}{2}, \frac{y+1}{2} - \phi_0 \left( \frac{x+1}{2}, \frac{y+1}{2} \right) \right| \leq 6W^{-L}.
\]

Furthermore, for any \( x, x', y, y' \in [-1,1] \),

\[
|\phi(x, y) - \phi(x', y')| \leq 4 \left| \phi_0 \left( \frac{x+1}{2}, \frac{y+1}{2} \right) - \phi_0 \left( \frac{x'+1}{2}, \frac{y'+1}{2} \right) \right| + |x + y - x' - y'|
\]

\[
\leq 7|x - x'| + 7|y - y'|,
\]

which completes the proof.

By applying the approximation of the product function, we can approximate any monomials by neural networks.
Corollary 34 Let $P(x) = x^\alpha = x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_d^{\alpha_d}$ for $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathbb{N}_0^d$ with $\|\alpha\|_1 = k \geq 2$. For any $W, L \in \mathbb{N}$, there exists $\phi \in \mathcal{NN}(9W + k - 1, (k - 1)(L + 1))$ such that for any $x, y \in [-1, 1]^d$, $\phi(x) \in [-1, 1]$ and
\[
|\phi(x) - P(x)| \leq 6(k - 1)W^{-L}, \\
|\phi(x) - \phi(y)| \leq 7^{k-1}\|\alpha\|_\infty\|x - y\|_1.
\]

Proof For any $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$, let $z = (z_1, z_2, \ldots, z_k) \in \mathbb{R}^k$ be the vector such that $z_i = x_j$ if $\sum_{l=1}^{j-1} \alpha_l < i \leq \sum_{l=1}^{j} \alpha_l$ for $j = 1, 2, \ldots, d$. Then $P(x) = x_1 \cdot z_2 \cdots z_k$ and there exists a linear map $\phi_0 : \mathbb{R}^d \to \mathbb{R}^k$ such that $\phi_0(x) = z$.

Let $\psi_1 \in \mathcal{NN}(9W + 1, L)$ be the neural network in Lemma 33. We define
\[
\psi_2(x, y) := \min\{\max\{\psi_1(x, y), -1\}, 1\} = \sigma(\psi_1(x, y) + 1) - \sigma(\psi_1(x, y) - 1) - 1 \in [-1, 1],
\]
then $\psi_2 \in \mathcal{NN}(9W + 1, L + 1)$ and $\psi_2$ also satisfies the inequalities in Lemma 33. For $i = 3, 4, \ldots, k$, we define $\psi_i : [-1, 1]^i \to [-1, 1]$ inductively by
\[
\psi_i(z_1, \ldots, z_i) := \psi_2(\psi_{i-1}(z_1, \ldots, z_{i-1}), z_i).
\]
Since $z_i = \sigma(z_i + 1) - 1$ for $z_i \in [-1, 1]$, it is easy to see that $\psi_i$ can be implemented by a network with width $9W + i - 1$ and depth $(i - 1)(L + 1)$ by induction. Furthermore,
\[
|\psi_i(z_1, \ldots, z_i) - z_1 \cdots z_i| \\
\leq |\psi_2(\psi_{i-1}(z_1, \ldots, z_{i-1}), z_i) - \psi_{i-1}(z_1, \ldots, z_{i-1})z_i| + |\psi_{i-1}(z_1, \ldots, z_{i-1})z_i - z_1 \cdots z_i| \\
\leq 6W^{-L} + |\psi_{i-1}(z_1, \ldots, z_{i-1}) - z_1 \cdots z_{i-1}| \\
\leq \cdots \leq (i - 2)6W^{-L} + |\psi_2(z_1, z_2) - z_1z_2| \\
\leq (i - 1)6W^{-L}.
\]
And for any $z = (z_1, z_2, \ldots, z_k), z' = (z_1', z_2', \ldots, z_k') \in [-1, 1]^k$,
\[
|\psi_i(z_1, \ldots, z_i) - \psi_i(z_1', \ldots, z_i')| \\
\leq 7|\psi_{i-1}(z_1, \ldots, z_{i-1}) - \psi_{i-1}(z_1', \ldots, z_{i-1}')| + 7|z_i - z_i'| \\
\leq \cdots \leq 7^{i-2}|\psi_2(z_1, z_2) - \psi_2(z_1', z_2')| + \sum_{j=3}^{i} 7^{i-j+1}|z_j - z_j'| \\
\leq 7^{i-1}\|z - z'\|_1.
\]
We define the target function as $\phi(x) := \psi_k(\phi_0(x))$, then $\phi \in \mathcal{NN}(9W + k - 1, (k - 1)(L + 1))$. And for $x, y \in [-1, 1]^d$, denote $z = \phi_0(x)$ and $z' = \phi_0(y)$, we have
\[
|\phi(x) - P(x)| = |\psi_k(z) - z_1z_2 \cdots z_k| \leq 6(k - 1)W^{-L}, \\
|\phi(x) - \phi(y)| = |\psi_k(z) - \psi_k(z')| \leq 7^{k-1}\|z - z'\|_1 \leq 7^{k-1}\|\alpha\|_\infty\|x - y\|_1.
\]
So we finish the proof. \qed
5.3.3 Proof of Lemma 11

Now, we can bound the discriminator approximation error. We recall Lemma 11 in the following and give a proof.

**Lemma 11** Assume $h \in \mathcal{H}^\beta([0,1]^d)$ with $\beta = s + r$, $s \in \mathbb{N}_0$ and $r \in (0,1]$. For any $W \geq 6$, $L \geq 2$, there exists $\phi \in \mathcal{N}\mathcal{N}(49(s + 1)^23^d3^{d+1}W[\log_2 W], 15(s + 1)^2L[\log_2 L] + 2d)$ such that $\|\phi\|_\infty \leq 1$, Lip $\phi \leq (s + 1)^{d+1/2}L(WL)^{(s+4)/d}((1260W^2L^22L^2 + 19s7^s)$ and

$$\|\phi - h\|_{L^\infty([0,1]^d)} \leq 6(s + 1)^{d+\beta/2}\|\psi\|_{L^1}(WL)^{2/d - \beta}.$$  

**Proof** We divide the proof into four steps as follows.

**Step 1**: Discretization.

Let $K = \lfloor (WL)^{2/d} \rfloor$ and $\delta = \frac{1}{3K^{s+1}} \leq \frac{1}{3K}$. For each $\theta = (\theta_1, \theta_2, \ldots, \theta_d) \in \{0, 1, \ldots, K - 1\}^d$, we define

$$Q_\theta := \left\{ x = (x_1, x_2, \ldots, x_d) : x_i \in \left[ \frac{\theta_i}{K}, \frac{\theta_i + 1}{K} - \delta \cdot 1_{\{\theta_i < K - 1\}} \right), i = 1, 2, \ldots, d \right\}.$$  

By Proposition 29, there exists $\psi_1 \in \mathcal{N}\mathcal{N}(4W + 3, 4L)$ such that

$$\psi_1(t) = \frac{t}{K}, \quad \text{if } t \in \left[ \frac{k}{K}, \frac{k + 1}{K} - \delta \cdot 1_{\{k < K - 1\}} \right], k = 0, 1, \ldots, K - 1,$$

and Lip $\psi_1 \leq 2LK^{-2}\delta^{-2}$. We define

$$\psi(x) := (\psi_1(x_1), \ldots, \psi_1(x_d)), \quad x = (x_1, \ldots, x_d) \in \mathbb{R}^d.$$  

Then, $\psi \in \mathcal{N}\mathcal{N}(d(4W + 3), 4L)$ and $\psi(x) = \frac{x}{K}$ for $x \in Q_\theta$.

**Step 2**: Approximation of Taylor coefficients.

Since $\theta \in \{0, 1, \ldots, K - 1\}^d$ is one-to-one correspondence to $i_\theta := \sum_{j=1}^d \theta_j K^{j-1} \in \{0, 1, \ldots, K^d - 1\}$, we define

$$\psi_0(x) := (K, K^2, \ldots, K^d) \cdot \psi(x) = \sum_{j=1}^d \psi_1(x_j) K^j \quad x \in \mathbb{R}^d,$$

then $\psi_0 \in \mathcal{N}\mathcal{N}(d(4W + 3), 4L)$ and

$$\psi_0(x) = \sum_{j=1}^d \theta_j K^{j-1} = i_\theta \quad \text{if } x \in Q_\theta, \quad \theta \in \{0, 1, \ldots, K - 1\}^d.$$  

For any $x, x' \in \mathbb{R}^d$, we have

$$|\psi_0(x) - \psi_0(x')| \leq \sum_{j=1}^d K^j |\psi_1(x_j) - \psi_1(x'_j)| \leq \sqrt{d}K^d \mathrm{Lip} \psi_1 \|x - x'\|_2 \leq 2\sqrt{d}LK^{-2} \delta^{-2} \|x - x'\|_2.$$  

For any $\alpha \in \mathbb{N}_0^d$ satisfying $\|\alpha\|_1 \leq s$ and each $i = i_\theta \in \{0, 1, \ldots, K^d - 1\}$, we denote $\xi_{\alpha, i} := (\partial^s h(\theta/K) + 1)/2 \in [0, 1]$. Since $K^d \leq W^2L^2$, by Proposition 32, there exists
Motivated by this, we define
\[
\phi_\alpha(x) := 2\psi_0(x) - 1 \in [-1, 1], \quad x \in \mathbb{R}^d.
\]
Then \(\phi_\alpha\) can be implemented by a network with width \(8d(s+1)(2W+1)[\log_2(2W)] + 2 \leq 40d(s+1)W[\log_2 W] \) and depth \(4L + 4L[\log_2(2L)] + 1 \leq 13L[\log_2 L]\). And we have
\[
\text{Lip } \phi_\alpha \leq 2 \text{ Lip } \phi_0 \text{ Lip } \psi_0 \leq 20\sqrt{dL}K^{d-2}2L^2,
\]
and for any \(\theta \in \{0, 1, \ldots, K-1\}^d\), if \(x \in Q_\theta\),
\[
|\phi_\alpha(x) - \partial^\alpha h(\theta/K)| = 2|\phi_\alpha(i_\theta) - \xi_{\alpha,i_\theta}| \leq 2(WL)^{-2(s+1)}.
\]

**Step 3:** Approximation of \(h\) on \(\bigcup_{\theta \in \{0,1,\ldots,K-1\}^d} Q_\theta\).

Let \(\varphi(t) = \min\{\max\{t, 0\}, 1\} = \sigma(t) - \sigma(t - 1)\) for \(t \in \mathbb{R}\). We extend its definition to \(\mathbb{R}^d\) coordinate-wisely, so \(\varphi : \mathbb{R}^d \to [0, 1]^d\) and \(\varphi(x) = x\) for any \(x \in [0,1]^d\).

By Lemma 33, there exists \(\phi_\varphi \in \mathcal{N}(9W + 1, 2(s+1)L)\) such that for any \(t_1, t_2, t_3, t_4 \in [-1, 1]\),
\[
|t_1t_2 - \phi_\varphi(t_1, t_2)| \leq 6W^{-2(s+1)L},
\]
\[
|\phi_\varphi(t_1, t_2) - \phi_\varphi(t_3, t_4)| \leq 7|t_1 - t_3| + 7|t_2 - t_4|.
\]
By corollary 34, for any \(\alpha \in \mathbb{N}_0^d\) with \(2 \leq \|\alpha\|_1 \leq s\), there exists \(P_\alpha \in \mathcal{N}(9W + s - 1, (s-1)(2(s + 1)L + 1))\) such that for any \(x, y \in [-1, 1]^d\), \(P_\alpha(x) \in [-1, 1]\) and
\[
|P_\alpha(x) - x^\alpha| \leq 6(s-1)W^{-2(s+1)L},
\]
\[
|P_\alpha(x) - P_\alpha(y)| \leq 7^{s-1}s\|x - y\|_1.
\]
When \(\|\alpha\|_1 = 1\), it is easy to implemented \(P_\alpha(x) = x^\alpha\) by a neural network with Lipschitz constant at most one. Hence, the inequalities (20) and (21) hold for \(1 \leq \|\alpha\|_1 \leq s\).

For any \(x \in Q_\theta\), \(\theta \in \{0, 1, \ldots, K-1\}^d\), we can approximate \(h(x)\) by a Taylor expansion. Thanks to Petersen and Voigtlaender (2018, Lemma A.8), we have the following error estimation for \(x \in Q_\theta\),
\[
\left| h(x) - h\left(\frac{\theta}{K}\right) - \sum_{1 \leq \|\alpha\|_1 \leq s} \frac{\partial^\alpha h\left(\frac{\theta}{K}\right)}{\alpha!} (x - \frac{\theta}{K})^\alpha \right| \leq d^s\|x - \frac{\theta}{K}\|_2^\beta \leq d^{s+\beta/2}K^{-\beta}.
\]
Motivated by this, we define
\[
\tilde{\phi}_0(x) := \phi_{0_d}(x) + \sum_{1 \leq \|\alpha\|_1 \leq s} \phi_\varphi\left(\frac{\phi_\alpha(x)}{\alpha!}, P_\alpha(\varphi(x) - \psi(x))\right),
\]
\[
\phi_0(x) := \sigma(\tilde{\phi}_0(x) + 1) - \sigma(\tilde{\phi}_0(x) - 1) - 1 \in [-1, 1],
\]
where we denote \(0_d = (0, \ldots, 0) \in \mathbb{N}_0^d\). Observe that the number of terms in the summation can be bounded by
\[
\sum_{\alpha \in \mathbb{N}_0^d \|\alpha\|_1 \leq s} 1 = \sum_{j=0}^s \sum_{\alpha \in \mathbb{N}_0^d \|\alpha\|_1 = j} 1 \leq \sum_{j=0}^s d^j \leq (s + 1)d^s.
\]
Recall that $\varphi \in \mathcal{N}(2d, 1)$, $\psi \in \mathcal{N}(d(4W + 3), 4L)$, $P_\alpha \in \mathcal{N}(9W + s - 1, 2(s^2 - 1)L + s - 1)$, $\phi_\alpha \in \mathcal{N}(40d(s + 1)W[\log W], 13L[\log L])$ and $\phi_\times \in \mathcal{N}(9W + 1, 2(s + 1)L)$. Hence, by our construction, $\phi_0$ can be implemented by a neural network with width $49(s + 1)^2d^{s+1}W[\log W]$ and depth $15(s + 1)^2L[\log L]$.

For any $1 \leq ||\alpha||_1 \leq s$ and $x, y \in \mathbb{R}^d$, since $\phi_\alpha(x), \phi_\alpha(y), \varphi(x) - \psi(x), \varphi(y) - \psi(y) \in [-1, 1]$, by inequalities (16), (19) and (21), we have

\[
\begin{aligned}
&\left| \phi_\times \left( \frac{\phi_\alpha(x)}{\alpha^!}, P_\alpha(\varphi(x) - \psi(x)) \right) - \phi_\times \left( \frac{\phi_\alpha(y)}{\alpha^!}, P_\alpha(\varphi(y) - \psi(y)) \right) \right| \\
&\leq 7 \text{Lip} \phi_\alpha \|x - y\|_2 + 87^s \|\varphi(x) - \psi(x)\|_1 + 8s^7 \|\psi(x) - \psi(y)\|_1 \\
&\leq 140\sqrt{dLK}d^{-2}\delta^{-2}L^2\|x - y\|_2 + 2s7^s\sqrt{dLK}^{-2}\delta^{-2}\|x - y\|_2 \\
&\leq \sqrt{dLK}^{2(3\beta_1)-2}(1260K^{d/2}L^2 + 19s7^s)\|x - y\|_2.
\end{aligned}
\]

One can check that the bound also holds for $||\alpha||_1 = 0$ and $s = 0$. Hence,

\[
\begin{aligned}
\text{Lip} \phi_0 &\leq \text{Lip} \tilde{\phi}_0 \\
&\leq \sum_{||\alpha||_1 \leq s} \sqrt{dLK}^{2(3\beta_1)-2}(1260K^{d/2}L^2 + 19s7^s) \\
&\leq (s + 1)^{d^{s+1/2}}(WL)^{\sigma(4\beta_1-4)/d}(1260W^2L^2L^2 + 19s7^s).
\end{aligned}
\]

We can estimate the error $|h(x) - \phi_0(x)|$ as follows. For any $x \in Q_\theta$, we have $\varphi(x) = x$ and $\psi(x) = \frac{x}{K}$. Hence, by the triangle inequality and inequality (22),

\[
\begin{aligned}
|h(x) - \phi_0(x)| &\leq |h(x) - \tilde{\phi}_0(x)| \\
&\leq |h(\frac{x}{K}) - \phi_\alpha(x)| + \sum_{1 \leq ||\alpha||_1 \leq s} \left| \frac{\partial^\alpha h(\frac{x}{K})}{\alpha!} (x - \frac{x}{K})^\alpha - \phi_\times \left( \frac{\phi_\alpha(x)}{\alpha^!}, P_\alpha(x - \frac{x}{K}) \right) \right| + d^s\beta^2/2K^{-\beta} \\
&= : \sum_{||\alpha||_1 \leq s} \mathcal{E}_\alpha + d^s\beta^2/2(\text{WL})^{2/d}\beta.
\end{aligned}
\]

Using the inequality $|t_1t_2 - \varphi_\times(t_3, t_4)| \leq |t_1t_2 - t_3t_2| + |t_3t_2 - t_3t_4| + |t_3t_4 - \varphi_\times(t_3, t_4)| \leq |t_1 - t_3| + |t_2 - t_4| + |t_3t_4 - \varphi_\times(t_3, t_4)|$ for any $t_1, t_2, t_3, t_4 \in [-1, 1]$ and the inequalities (17), (18) and (20), we have for $1 \leq ||\alpha||_1 \leq s$,

\[
\begin{aligned}
\mathcal{E}_\alpha &\leq \frac{1}{\alpha!} \left| \partial^\alpha h(\frac{x}{K}) - \phi_\alpha(x) \right| + \left| (x - \frac{x}{K})^\alpha - P_\alpha(x - \frac{x}{K}) \right| \\
&\quad + \left| \frac{\phi_\alpha(x)}{\alpha^!} P_\alpha(x - \frac{x}{K}) - \phi_\times \left( \frac{\phi_\alpha(x)}{\alpha^!}, P_\alpha(x - \frac{x}{K}) \right) \right| \\
&\leq 2(\text{WL})^{-2(s+1)} + 6(s - 1)W^{-2(s+1)L} + 6W^{-2(s+1)L} \\
&\leq (6s + 2)(\text{WL})^{-2(s+1)}.
\end{aligned}
\]

It is easy to check that the bound is also true for $||\alpha||_1 = 0$ and $s = 0$. Therefore,

\[
|h(x) - \phi_0(x)| \leq \sum_{||\alpha||_1 \leq s} (6s + 2)(\text{WL})^{-2(s+1)} + d^s\beta^2/2(\text{WL})^{2/d}\beta \\
\leq (s + 1)^s(6s + 2)(\text{WL})^{-2(s+1)} + d^s\beta^2/2(\text{WL})^{2/d}\beta \\
\leq (6s + 3)(s + 1)^s(6s + 2)(\text{WL})^{-2(s+1)} + d^s\beta^2/2(\text{WL})^{2/d}\beta \\
= : \mathcal{E}.
\]
for any $x \in \bigcup_{\theta \in \{0, 1, \ldots, K-1\}^d} Q_{\theta}$.

**Step 4:** Approximation of $h$ on $[0, 1]^d$.

Next, we construct a neural network $\phi$ that uniformly approximates $h$ on $[0, 1]^d$. To present the construction, we denote $\text{mid}(t_1, t_2, t_3)$ as the function that returns the middle value of three inputs $t_1, t_2, t_3 \in \mathbb{R}$. It is easy to check that

$$
\max \{ t_1, t_2 \} = \frac{1}{2} (\sigma(t_1 + t_2) - \sigma(-t_1 - t_2) + \sigma(t_1 - t_2) + \sigma(t_2 - t_1))
$$

Thus, $\max \{ t_1, t_2, t_3 \} = \max \{ \max \{ t_1, t_2 \}, \sigma(t_3) - \sigma(-t_3) \}$ can be implemented by a network with width 6 and depth 2. Similar construction holds for $\min \{ t_1, t_2, t_3 \}$. Since

$$
\text{mid}(t_1, t_2, t_3) = \sigma(t_1 + t_2 + t_3) - \sigma(-t_1 - t_2 - t_3) - \max \{ t_1, t_2, t_3 \} - \min \{ t_1, t_2, t_3 \},
$$

it is easy to see $\text{mid}(\cdot, \cdot, \cdot) \in \mathcal{NN}(14, 2)$.

Recall that $\phi_0 \in \mathcal{NN}(49(s + 1)^2d^{s+1}W[\log_2 W], 15(s + 1)^2L[\log_2 L])$. Let $\{e_i\}_{i=1}^d$ be the standard basis in $\mathbb{R}^d$. We inductively define

$$
\phi_i(x) := \text{mid}(\phi_{i-1}(x - \delta e_i), \phi_{i-1}(x), \phi_{i-1}(x + \delta e_i)) \in [-1, 1], \quad i = 1, 2, \ldots, d.
$$

Then $\phi_d \in \mathcal{NN}(49(s + 1)^23^d L^{s+1}W[\log_2 W], 15(s + 1)^2L[\log_2 L] + 2d)$. For any $x, x' \in \mathbb{R}^d$, the functions $\phi_{i-1}(\cdot - \delta e_i), \phi_{i-1}(\cdot)$ and $\phi_{i-1}(\cdot + \delta e_i)$ are piece-wise linear on the segment that connecting $x$ and $x'$. Hence, the Lipschitz constant of these functions on the segment is the maximum absolute value of the slopes of linear parts. Since the middle function does not increase the maximum absolute value of the slopes, it does not increase the Lipschitz constant, which shows that $\text{Lip } \phi_d \leq \text{Lip } \phi_0$.

Denote $Q(K, \delta) := \bigcup_{k=0}^{K-1} \left[ k + \frac{1}{K}, \frac{k+1}{K} - \delta \cdot 1_{\{k < K-1\}} \right]$ and define, for $i = 0, 1, \ldots, d$,

$$
E_i := \{(x_1, x_2, \ldots, x_d) \in [0, 1]^d : x_j \in Q(K, \delta), j > i \},
$$

then $E_0 = \bigcup_{\theta \in \{0, 1, \ldots, K-1\}^d} Q_{\theta}$ and $E_d = [0, 1]^d$. We assert that

$$
|h(x) - h(x)| \leq \mathcal{E} + i\delta^{\beta \Lambda_1}, \quad \forall x \in E_i, i = 0, 1, \ldots, d.
$$

We prove the assertion by induction. By construction, it is true for $i = 0$. Assume the assertion is true for some $i$, we will prove that it is also holds for $i + 1$. For any $x \in E_{i+1}$, at least two of $x - \delta e_{i+1}$, $x$ and $x + \delta e_{i+1}$ are in $E_i$. Therefore, by assumption and the inequality $|h(x) - h(x + \delta e_{i+1})| \leq \delta^{\beta \Lambda_1}$, at least two of the following inequalities hold

$$
|\phi_i(x - \delta e_{i+1}) - h(x)| \leq |\phi_i(x - \delta e_{i+1}) - h(x - \delta e_{i+1})| + \delta^{\beta \Lambda_1} \leq \mathcal{E} + (i + 1)\delta^{\beta \Lambda_1},
$$

$$
|\phi_i(x) - h(x)| \leq \mathcal{E} + i\delta^{\beta \Lambda_1},
$$

$$
|\phi_i(x + \delta e_{i+1}) - h(x)| \leq |\phi_i(x + \delta e_{i+1}) - h(x + \delta e_{i+1})| + \delta^{\beta \Lambda_1} \leq \mathcal{E} + (i + 1)\delta^{\beta \Lambda_1}.
$$

In other words, at least two of $\phi_i(x - \delta e_{i+1}), \phi_i(x)$ and $\phi_i(x + \delta e_{i+1})$ are in the interval $[h(x) - \mathcal{E} - (i + 1)\delta^{\beta \Lambda_1}, h(x) + \mathcal{E} + (i + 1)\delta^{\beta \Lambda_1}]$. Hence, their middle value $\phi_{i+1}(x) = \text{mid}(\phi_i(x - \delta e_{i+1}), \phi_i(x), \phi_i(x + \delta e_{i+1}))$ must be in the same interval, which means

$$
|h(x) - h(x)| \leq \mathcal{E} + (i + 1)\delta^{\beta \Lambda_1}.
$$
So the assertion is true for \( i + 1 \).

Recall that
\[
\delta_{\beta+1} = \left( \frac{1}{3K^{\beta+1}} \right)^{\beta+1} = \begin{cases} 
\frac{1}{3} K^{-\beta} & \beta \geq 1, \\
(3K)^{-\beta} & \beta < 1,
\end{cases}
\]
and \( K = \lfloor (WL)^{2/d} \rfloor \). Since \( E_d = [0,1]^d \), let \( \phi := \phi_d \), we have
\[
\|\phi - h\|_{L^\infty([0,1]^d)} \leq \mathcal{E} + d\delta_{\beta+1}
\]
\[
\leq (6s + 3)(s + 1)d^{s+\beta/2} \lfloor (WL)^{2/d} \rfloor^{-\beta} + d\lfloor (WL)^{2/d} \rfloor^{-\beta}
\]
\[
\leq 6(s + 1)^2 d^{(s+\beta/2)\sqrt{1}} \lfloor (WL)^{2/d} \rfloor^{-\beta},
\]
which completes the proof.

\[\blacksquare\]

### 5.4 Bounding Statistical Error

The technique for bounding the statistical error is rather standard (Anthony and Bartlett, 2009; Shalev-Shwartz and Ben-David, 2014; Mohri et al., 2018). We first show that the statistical error \( \mathbb{E}[d_F(\mu, \hat{\mu}_n)] \) of a function class \( F \) can be bounded by the Rademacher complexity, and then bound the Rademacher complexity by Dudley’s entropy integral (Dudley, 1967). We restate Lemma 12 here for convenience.

**Lemma 12** Assume \( \sup_{f \in F} \|f\|_\infty \leq B \), then we have the following entropy integral bound
\[
\mathbb{E}[d_F(\mu, \hat{\mu}_n)] \leq 8 \mathbb{E}_{X_{1:n}} \inf_{0 < \delta < B/2} \left( \delta + \frac{3}{\sqrt{n}} \int_{\delta}^{B/2} \sqrt{\log \mathcal{N}(\epsilon, F_{|X_{1:n}}, \| \cdot \|_\infty)} d\epsilon \right),
\]
where we denote \( F_{|X_{1:n}} = \{ (f(X_1), \ldots, f(X_n)) : f \in F \} \) for any i.i.d. samples \( X_{1:n} = \{ X_i \}_{i=1}^n \) from \( \mu \) and \( \hat{\mathcal{N}}(\epsilon, F_{|X_{1:n}}, \| \cdot \|_\infty) \) is the \( \epsilon \)-covering number of \( F_{|X_{1:n}} \subseteq \mathbb{R}^n \) with respect to the \( \| \cdot \|_\infty \) distance.

**Proof** Recall that we have \( n \) i.i.d. samples \( X_{1:n} := \{ X_i \}_{i=1}^n \) from \( \mu \) and \( \hat{\mu}_n = \frac{1}{n} \sum_{i=1}^n \delta_{X_i} \).

We introduce a ghost data set \( X'_{1:n} = \{ X'_i \}_{i=1}^n \) drawn i.i.d. from \( \mu \), then
\[
\mathbb{E}_{X_{1:n}} [d_F(\mu, \hat{\mu}_n)] = \mathbb{E}_{X_{1:n}} \left[ \sup_{f \in F} \mathbb{E}_{X \sim \mu} [f(x)] - \frac{1}{n} \sum_{i=1}^n f(X_i) \right]
\]
\[
= \mathbb{E}_{X_{1:n}} \left[ \sup_{f \in F} \mathbb{E}_{X'_{1:n}} \frac{1}{n} \sum_{i=1}^n f(X'_i) - \frac{1}{n} \sum_{i=1}^n f(X_i) \right]
\]
\[
\leq \mathbb{E}_{X_{1:n}, X'_{1:n}} \left[ \sup_{f \in F} \frac{1}{n} \sum_{i=1}^n (f(X'_i) - f(X_i)) \right].
\]

Let \( \xi = \{ \xi_i \}_{i=1}^n \) be a sequence of i.i.d. Rademacher variables independent of \( X_{1:n} \) and \( X'_{1:n} \). Then, by symmetrization, we can bound \( \mathbb{E}_{X_{1:n}} [d_F(\mu, \hat{\mu}_n)] \) by the Rademacher complexity.
We define a distance of two vectors $x, y$ we have shown that for any integer $K$, there exists an integer $K$ such that $2^{-K}B < \delta < 2^{-K-1}B$. Therefore, we have

$$
\mathbb{E}_{X_1:n}[d_{\mathcal{F}}(\mu, \hat{\mu}_n)] \leq 2\mathbb{E}_{X_1:n} \mathcal{R}(\mathcal{F}|_{X_1:n})
$$

$$
\leq 2\mathbb{E}_{X_1:n} \inf_{0 < \delta < B/2} \left( 4\delta + \frac{12}{\sqrt{n}} \int_{\delta}^{B/2} \sqrt{\log \mathcal{N}(\epsilon, \mathcal{F}|_{X_1:n}, d_2)} d\epsilon \right).
$$
Since \( d_2(x, y) \leq \|x - y\|_\infty \), we have \( \mathcal{N}(\epsilon, \mathcal{F}_{|x_1:n}, d_2) \leq \mathcal{N}(\epsilon, \mathcal{F}_{|x_1:n}, \| \cdot \|_\infty) \), which completes the proof.

When the function class \( \mathcal{F} \) has a finite pseudo-dimension, we can further bound the covering number by the pseudo-dimension of \( \mathcal{F} \).

**Corollary 35** Assume \( \sup_{f \in \mathcal{F}} \|f\|_\infty \leq B \) and the pseudo-dimension of \( \mathcal{F} \) is \( \text{Pdim}(\mathcal{F}) < \infty \), then
\[
\mathbb{E}[d_{\mathcal{F}}(\mu, \hat{\mu}_n)] \leq CB \sqrt{\frac{\text{Pdim}(\mathcal{F}) \log n}{n}}
\]
for some universal constant \( C > 0 \).

**Proof** If \( n \geq \text{Pdim}(\mathcal{F}) \), we have the following bound from Anthony and Bartlett (2009, Theorem 12.2),
\[
\mathcal{N}(\epsilon, \mathcal{F}_{|x_1:n}, \| \cdot \|_\infty) \leq \left( \frac{2eBn}{\epsilon \text{Pdim}(\mathcal{F})} \right)^{\text{Pdim}(\mathcal{F})}.
\]
If \( n < \text{Pdim}(\mathcal{F}) \), since \( \mathcal{F}_{|x_1:n} \subseteq \{x \in \mathbb{R}^n : \|x\|_\infty \leq B\} \) can be covered by at most \( \lceil \frac{2B}{\epsilon} \rceil^n \) balls with radius \( \epsilon \) in \( \| \cdot \|_\infty \) distance, we always have \( \mathcal{N}(\epsilon, \mathcal{F}_{|x_1:n}, \| \cdot \|_\infty) \leq \lceil \frac{2B}{\epsilon} \rceil^n \). In any cases,
\[
\log \mathcal{N}(\epsilon, \mathcal{F}_{|x_1:n}, \| \cdot \|_\infty) \leq \text{Pdim}(\mathcal{F}) \log \frac{2eBn}{\epsilon}.
\]
As a consequence,
\[
\mathbb{E}[d_{\mathcal{F}}(\mu, \hat{\mu}_n)] \leq \inf_{0 < \delta < B/2} \left( 8\delta + 24 \sqrt{\frac{\text{Pdim}(\mathcal{F})}{n}} \int_0^{B/2} \sqrt{\log(2eBn/\delta) d\delta} \right) \\
\leq \inf_{0 < \delta < B/2} \left( 8\delta + 12B \sqrt{\frac{\text{Pdim}(\mathcal{F}) \log(2eBn/\delta)}{n}} \right) \\
\leq CB \sqrt{\frac{\text{Pdim}(\mathcal{F}) \log n}{n}}
\]
for some universal constant \( C > 0 \).
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