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Abstract

Unsupervised representation learning is one of the most important problems in machine learning. A recent promising approach is contrastive learning: A feature representation of data is learned by solving a pseudo classification problem where class labels are automatically generated from unlabelled data. However, it is not straightforward to understand what representation contrastive learning yields through the classification problem. In addition, most of practical methods for contrastive learning are based on the maximum likelihood estimation, which is often vulnerable to the contamination by outliers. In order to promote the understanding to contrastive learning, this paper first theoretically shows a connection to maximization of mutual information (MI). Our result indicates that density ratio estimation is necessary and sufficient for maximization of MI under some conditions. Since popular objective functions for classification can be regarded as estimating density ratios, contrastive learning related to density ratio estimation can be interpreted as maximizing MI. Next, in terms of density ratio estimation, we establish new recovery conditions for the latent source components in nonlinear independent component analysis (ICA). In contrast with existing work, the established conditions include a novel insight for the dimensionality of data, which is clearly supported by numerical experiments. Furthermore, inspired by nonlinear ICA, we propose a novel framework to estimate a nonlinear subspace for lower-dimensional latent source components, and some theoretical conditions for the subspace estimation are established with density ratio estimation. Motivated by the theoretical results, we propose a practical method through outlier-robust density ratio estimation, which can be seen as performing maximization of MI, nonlinear ICA or nonlinear subspace estimation. Moreover, a sample-efficient nonlinear ICA method is also proposed based on a variational lower-bound of MI. Then, we theoretically investigate outlier-robustness of the proposed methods. Finally, we numerically demonstrate usefulness of the proposed methods in nonlinear ICA and through application to a downstream task for linear classification.
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1. Introduction

Unsupervised representation learning has been a long-term issue in machine learning (Raina et al., 2007; Bengio et al., 2013). In contrast with supervised learning, a feature representation of data is learned only from unlabelled data. Since the acquisition cost of unlabelled data is often low, the learned representation would be useful particularly when the number of data is very limited in a downstream task (e.g., supervised tasks). Successful examples include video classification (Wang and Gupta, 2015; Arandjelovic and Zisserman, 2017; Sun et al., 2019), motion capture (Tung et al., 2017), and natural language processing (Peters et al., 2018; Devlin et al., 2019). More examples can be found in recent review papers for representation learning (Jing and Tian, 2020; Liu et al., 2020).

Recently, a number of methods for unsupervised representation learning have been proposed, and most of them can be roughly divided into three categories based on variational autoencoder (VAE) (Kingma and Welling, 2014; Higgins et al., 2017; Khemakhem et al., 2020), generative adversarial network (GAN) (Goodfellow et al., 2014; Chen et al., 2016) and contrastive learning (Dosovitskiy et al., 2014; Doersch et al., 2015; Noroozi and Favaro, 2016). VAE learns a useful representation of data by maximizing a tractable lower-bound of the likelihood function. However, VAE makes a restrictive prior assumption on densities such as the Gaussian assumption. The GAN approach learns both a representation and generator of data, but it requires to solve a max-min optimization problem, which could be numerically unstable. On the other hand, contrastive learning does not make strong assumptions on densities, and simply solves a straightforward optimization problem.

In order to learn a feature representation of data, contrastive learning solves a pseudo classification problem where class labels are automatically generated from unlabelled data. For example, Arandjelovic and Zisserman (2017) make a dataset for binary classification from unlabelled video data: The positive labels are assigned to pairs of video frames and audio clips taken from the same video, while the negative labels are given to pairs from different videos. Then, representations of both video frames and audio clips are learned by solving the binary classification problem. Misra et al. (2016) also solve a binary classification problem for unsupervised representation learning where the positive data is temporally consecutive video frames in a video, but the negative one is temporally shuffled frames in the same video. This learning scheme based on classification problems is also called self-supervised learning (SSL). See a recent review article for SSL (Liu et al., 2020) and references therein. However, it is not straightforward to understand what representation contrastive learning yields by solving classification problems.

Contrastive learning has been justified as being closely related to a classical framework so called maximization of mutual information (MI) (Linsker, 1989; Bell and Sejnowski, 1995). This comes from an intuitive idea that MI must be high if a classifier can accurately distinguish positive samples drawn from the joint density (e.g., for image frames and audio clips) and negative ones drawn from the product of the marginal densities (Belghazi et al., 2018; Hjelm et al., 2019; Tschannen et al., 2019). However, this intuitive idea is rather superficial because it is not necessarily obvious why solving the classification problem leads to maximization of MI. A recent promising approach is based on maximization of tractable variational lower-bounds of MI and also related to contrastive learning (Nguyen et al., 2008; Belghazi et al., 2018; van den Oord et al., 2018), but the original purpose of maximizing the variational lower-bounds is estimation of MI, not necessarily maximization of MI. More rigorous justification would be preferable to understand how and when contrastive learning can be regarded as performing maximization of MI.
Contrastive learning has been employed in recent algorithms of *nonlinear independent component analysis* (ICA) (Hyvärinen and Morioka, 2016, 2017; Hyvärinen et al., 2019), which is a solid framework for unsupervised representation learning. Nonlinear ICA rigorously defines a generative model where the input data is assumed to be observed as a general nonlinear mixing of the latent source components. Then, the problem is to recover the source components from the observations of input data. Regarding the linear ICA where the mixing function is linear, the recovery conditions are well-established and the important condition is mutual independence of the source components (Comon, 1994). On the other hand, the problem of nonlinear ICA has been proved to be fundamentally ill-posed under the same independence condition because there exist an infinite number of decompositions of a random vector into mutually independent variables (Hyvärinen and Pajunen, 1999; Locatello et al., 2019). Very recently, novel recovery conditions for nonlinear ICA have been established (Sprekeler et al., 2014; Hyvärinen and Morioka, 2016, 2017; Hyvärinen et al., 2019). The main idea is to introduce additional data called the *complementary data* in this paper, and alternative condition to mutual independence is conditional independence of the source components given complementary data. An example of the complementary data is time segment labels obtained by dividing time series data into a number of time segments (Hyvärinen and Morioka, 2016), while Hyvärinen and Morioka (2017) employed the history of time-series data as complementary data. With the complementary data, contrastive learning based on the logistic regression has been performed for nonlinear ICA.

Most of practical methods in contrastive learning have been based on maximum likelihood estimation (MLE): In logistic regression, the conditional probability (i.e., posterior probability) is estimated by MLE, while maximizing a variational lower-bound of MI can be interpreted as performing MLE as we show later. MLE has a number of excellent properties such as the asymptotic efficiency (Wasserman, 2006), but it is known not to be robust against outliers: If data is contaminated by outliers, MLE often suffers from a severe bias. Thus, estimation of existing methods for maximization of MI and nonlinear ICA might be magnified by outliers. This is a serious problem because outliers are observed in many practical situations. For instance, the contamination of outliers has been an important issue in functional MRI data (Poldrack, 2012) to which ICA methods have been applied (Monti et al., 2020).

This paper first shows that unsupervised representation learning on three frameworks can be performed through density ratio estimation. Previous work has already discussed that contrastive learning can be seen as density ratio estimation when popular objective functions are used for classification such as the cross entropy (Nguyen et al., 2008; Belghazi et al., 2018; van den Oord et al., 2018). Our primary contributions are to perform theoretical analysis on the three frameworks in terms of density ratio estimation. The first framework to be tackled is maximization of MI. We show that density ratio estimation is necessary and sufficient for maximization of MI under some conditions. This result supports the intuitive belief above between contrastive learning and maximization of MI, and clarifies when and how contrastive learning can be considered as performing maximization of MI. The second framework is nonlinear ICA, where we provide two new proofs for source recovery in terms of density ratio estimation. The key point is that the recovery conditions in both proofs include a novel insight, which has not been seen in previous work of nonlinear ICA (Hyvärinen et al., 2019): The dimensionality of complementary data is an important factor for source recovery. This insight is clearly supported by experimental results that the latent sources are more accurately recovered as the dimensionality of complementary data increases. Furthermore, one of the proofs can be seen as a generalization of Hyvärinen and Morioka (2017). The third
framework is nonlinear subspace estimation proposed in this paper. This framework is inspired by nonlinear ICA, and aimed at estimating a nonlinear subspace of lower-dimensional latent source components. To this end, we propose a novel generative model where data is generated as a nonlinear mixing of lower-dimensional source components and nuisance variables. Unlike nonlinear ICA, the source components are not necessarily assumed to be conditionally independent, and thus the proposed generative model is more general than nonlinear ICA in terms of the conditional independence. Moreover, as in nonlinear ICA, with density ratio estimation, we establish theoretical conditions that a nonlinear subspace of the lower-dimensional source components, which is separated from the nuisance variables, can be estimated.

Motivated by the density-ratio view, we propose an outlier-robust method for unsupervised representation learning. The proposed method performs density ratio estimation based on a robust alternative to the KL-divergence called the \(\gamma\)-divergence (Fujisawa and Eguchi, 2008), which has a favorable robustness property expressed as the strong robustness (Cichocki and Amari, 2010; Amari, 2016): The latent bias caused from outliers can be small even in the case of heavy contamination of outliers. Furthermore, we develop a new method of nonlinear ICA by applying an existing variational lower-bound of MI (Belghazi et al., 2018). Then, we theoretically investigate outlier-robustness of these methods. Finally, we numerically demonstrate that the proposed method based on the \(\gamma\)-divergence is very robust against outliers both in nonlinear ICA and a downstream task for linear classification, while the nonlinear ICA method based on the variational lower-bound is experimentally shown to perform better than existing ICA methods when the number of data is small.

This paper is organized as follows\(^1\): Section 2 formulates the problem of density ratio estimation for unsupervised representation learning, and reviews existing works for contrastive learning, variational MI estimation and nonlinear ICA. Section 3 theoretically shows that unsupervised representation learning on the three frameworks can be performed through density ratio estimation, and discusses theoretical contributions in each of the frameworks. Section 4 proposes two practical methods for unsupervised representation learning and theoretically analyzes them in terms of outlier-robustness. Section 5 numerically demonstrates usefulness of the proposed methods in nonlinear ICA and a downstream task for linear classification. Section 6 concludes this paper.

2. Problem formulation and background

This section first formulates the problem of unsupervised representation learning based on density ratio estimation, and then reviews existing works for contrastive learning, variational estimation of mutual information and nonlinear independent component analysis.

2.1 Problem formulation of density ratio estimation for representation learning

Suppose that we are given \(T\) pairs of two data samples drawn from the joint distribution with density \(p(x, u)\):

\[
\mathcal{D} := \left\{ (x(t)^\top, u(t)^\top)^\top \mid x(t) = (x_1(t), \ldots, x_Dx(t))^\top, u(t) = (u_1(t), \ldots, u_Du(t))^\top \right\}_{t=1}^T, \tag{1}
\]

where \(x(t)\) and \(u(t)\) denote the \(t\)-th observations of \(x\) and \(u\), respectively. Throughout the paper, we call \(x\) and \(u\) as input and complementary data, respectively. Our primary goal is to estimate

\(^1\) A very preliminary version of this paper was published in Sasaki et al. (2020).
Table 1: List of notations used in Section 2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x \in \mathbb{R}^{D_x}$</td>
<td>Input data</td>
</tr>
<tr>
<td>$u \in \mathbb{R}^{D_u}$</td>
<td>Complementary data</td>
</tr>
<tr>
<td>$D_x$</td>
<td>Dimensionality of input data</td>
</tr>
<tr>
<td>$D_u$</td>
<td>Dimensionality of complementary data</td>
</tr>
<tr>
<td>$p(x, u)$</td>
<td>Joint probability density function of $x$ and $u$</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>Marginal probability density function of $x$</td>
</tr>
<tr>
<td>$p(u)$</td>
<td>Marginal probability density function of $u$</td>
</tr>
<tr>
<td>$\perp$</td>
<td>Statistical independence</td>
</tr>
<tr>
<td>$u^* \in \mathbb{R}^{D_u}$</td>
<td>$u^* \sim p(u)$ and $u^* \perp x$</td>
</tr>
<tr>
<td>$h_x(x) : \mathbb{R}^{D_x} \rightarrow \mathbb{R}^{d_x}$</td>
<td>Representation function of $x$</td>
</tr>
<tr>
<td>$h_u(u) : \mathbb{R}^{D_u} \rightarrow \mathbb{R}^{d_u}$</td>
<td>Representation function of $u$</td>
</tr>
<tr>
<td>$d_x$</td>
<td>Dimensionality of representation function $h_x(x)$</td>
</tr>
<tr>
<td>$d_u$</td>
<td>Dimensionality of representation function $h_u(u)$</td>
</tr>
<tr>
<td>$r(x, u)$</td>
<td>Model to approximate $\log \frac{p(x, u)}{p(x)p(u)}$</td>
</tr>
<tr>
<td>$\psi : \mathbb{R}^{d_x} \times \mathbb{R}^{d_u} \rightarrow \mathbb{R}$</td>
<td>Function in $r(x, u)$</td>
</tr>
<tr>
<td>$\alpha : \mathbb{R}^{d_x} \rightarrow \mathbb{R}$</td>
<td>Function in $r(x, u)$</td>
</tr>
<tr>
<td>$\beta : \mathbb{R}^{d_u} \rightarrow \mathbb{R}$</td>
<td>Function in $r(x, u)$</td>
</tr>
<tr>
<td>$J_{LR}$</td>
<td>Cross entropy in logistic regression</td>
</tr>
</tbody>
</table>

$h_x(x) = (h_{x,1}(x), \ldots, h_{x,d_x}(x))^\top$ called a representation function of $x$ such that the logarithmic ratio of the joint density to the product of the marginal densities $p(x)$ and $p(u)$,

$$
\log \frac{p(x, u)}{p(x)p(u)},
$$

is accurately approximated up to a constant under the following basic form of a model $r(x, u)$:

$$
r(x, u) := \psi(h_x(x), h_u(u)) + \alpha(h_x(x)) + \beta(h_u(u)),
$$

where $h_u(u) = (h_{u,1}(u), \ldots, h_{u,d_u}(u))^\top$ is a representation function of $u$, and $\psi(\cdot, \cdot)$, and $\alpha(\cdot)$ and $\beta(\cdot)$ are scalar functions. For nonlinear ICA, $\psi(h_x(x), h_u(u))$ is slightly modified: In Theorem 2, $\psi(h_x(x), h_u(u))$ is expressed by the sum of elementwise functions with respect to $h_x(x)$ (not $h_u(u)$) as $\psi(h_x(x), h_u(u)) = \sum_{i=1}^{d_x} \psi_i(h_{x,i}(x), h_u(u))$. All of $h_u$, $\psi$, $\alpha$ and $\beta$ are also estimated from $D$. Here, we assume that the dimensionalities of the representation functions are smaller than or equal to ones of input and complementary data, i.e., $d_u \leq D_u$ and $d_x \leq D_x$. Furthermore, in order to simplify the review of existing works and our theoretical results in Section 3, it is supposed that data samples is not contaminated by outliers, while we propose a practical method and theoretically investigate its robustness under the contamination of outliers in Section 4.

Function $\psi(h_x(x), h_u(u))$ in (3) takes a role of capturing the statistical dependencies between $x$ and $u$ with dimensionality reduction, and has been modeled previously such as $\psi(h_x, h_u) = h_u^\top h_u$ (Bachman et al., 2019) and $\psi(h_x, h_u) = h_u^\top W h_u$ (van den Oord et al., 2018; Tian et al., 2019) where $W$ is a $d_x$ by $d_u$ matrix. More generally, $\psi(h_x, h_u)$ can be modeled by a feedforward neural network (Arandjelovic and Zisserman, 2017). Scalar functions of $\alpha(h_x(x))$ and $\beta(h_u(u))$ express any functions in the log-density ratio (2) that depend only on either $x$ or $u$. Section 3 often
assumes that there exist functions $\psi^*$, $h^*_x$, $h^*_u$, $a^*$, and $b^*$ such that the logarithmic density ratio is universally approximated at $\psi = \psi^*$, $h^*_x = h^*_x$, $h^*_u = h^*_u$, $a = a^*$, and $b = b^*$ in (3) as follows:

$$\log \frac{p(x, u)}{p(x)p(u)} = \psi^*(h^*_x(x), h^*_u(u)) + a^*(h^*_x(x)) + b^*(h^*_u(u)).$$

This universal approximation assumption would be realistic when the log-density ratio is a continuous function and neural networks are employed for modelling $\psi^*$, $h^*_x$, $h^*_u$, $a^*$, and $b^*$ (Hornik, 1991).

Section 4 proposes practical methods to approximate $\psi^*$, $h^*_x$, $h^*_u$, $a^*$, and $b^*$ from data samples.

The approach of using the complementary data is recently becoming more popular as in multiview learning (Li et al., 2018). Furthermore, it might not be so expensive to obtain complementary data samples, but they are rather generated from a single unlabeled dataset in many practical situations. Let us list the following examples:

- Denoising autoencoder makes complementary data samples $u(t)$ by injecting noises to input data samples $x(t)$ (Vincent et al., 2010).
- $x(t)$ and $u(t)$ can be drawn by dividing a single video data into image (i.e., a video frame) and sound data samples at each time index $t$, respectively (Arandjelovic and Zisserman, 2017).
- Regarding time series data $x(t)$ including video data, past input data is an example of the complementary data (e.g., $u(t) = x(t - 1)$) (Misra et al., 2016; Hyvärinen and Morioka, 2017).
- Suppose that $x(t)$ are image patches extracted from a large single image where the index $t$ conveys some positional information of patches. Then, pairs of image patches at $t$ and $t'(\neq t)$ can be used as input and complementary data samples, that is, $u(t) = x(t')$ (Noroozi and Favaro, 2016).
- Clustering labels to input data samples $x(t)$ can be used as the complementary data samples $u(t)$ (Caron et al., 2018).
- In Hjelm et al. (2019), $x(t)$ is an image, while $u(t)$ is a smaller image patch extracted from the single image $x(t)$.

Density ratio estimation is useful particularly when neural networks are used for $r(x, u)$ because the density ratio is invariant under any invertible transformations or reparametrizations of $x$ and/or $u$. This invariant property has been exploited by noise contrastive estimation as well (Gutmann and Hyvärinen, 2012). In addition to the practical usefulness, in this paper, we theoretically show that three frameworks for unsupervised representation learning can be performed by density ratio estimation.

### 2.2 Contrastive learning and variational estimation of mutual information

In order to estimate the representation functions, contrastive learning solves a classification problem where class labels are automatically generated from unlabelled data. A common setting is based on the following two datasets:

$$\mathcal{D}_+ := \{(x(t), u(t))\}_{t=1}^T \sim p(x, u) \quad \text{vs.} \quad \mathcal{D}_- := \{(x(t), u^*(t))\}_{t=1}^T \sim p(x)p(u),$$

(4)
where \( u^*(t) \) is a \( D_u \)-dimensional data vector sampled from the marginal density of \( u \), and thus independent to \( x(t) \). In practice, \( u^*(t) \) can be generated by randomly shuffling \( u(t) \) with respect to \( t \) under the i.i.d. assumption. Interestingly, the random shuffling has been heuristically used in a number of previous works (Misra et al., 2016; Lee et al., 2017). One of the most popular objective functions in contrastive learning is the following cross entropy for binary classification:

\[
J_{LR}(r) := -E_{xu} \left[ \log \frac{e^{r(x,u)}}{1 + e^{r(x,u)}} \right] - E_{x} \left[ \log \frac{1}{1 + e^{r(x,u)}} \right],
\]

where \( E_{xu} \) and \( E_{x} \) denote the expectations over \( p(x, u) \) and \( p(x)p(u) \), respectively. The representation functions \( h_x(x) \) and \( h_u(u) \) in \( r(x, u) \) can be estimated by minimizing the empirical version of \( J_{LR}(r) \). Logistic regression has been previously used to estimate a density ratio (Sugiyama et al., 2012), and the minimizer of \( J_{LR}(r) \) with respect to \( r \) is equal to

\[
\log \frac{p(x,u)}{p(x)p(u)}
\]

up to a constant. Intuitively, minimizing \( J_{LR}(r) \) enables to well-capture statistical dependencies between \( x \) and \( u \) by contrasting \( D_+ \) with \( D_- \), and thus to estimate data representations \( h_x(x) \) and \( h_u(u) \) having high mutual information. We theoretically justify this intuition, and clarifies when contrastive learning based on \( J_{LR}(r) \) can be considered to maximize mutual information.

**Infomax** is a classical framework for unsupervised representation learning, and advocates maximizing mutual information (MI) between input data and its representation (Linsker 1989; Bell and Sejnowski. 1995). However, in practice, MI usually requires density estimation, which makes it hard to apply neural networks because of the notorious partition function problem. Recent promising approach employs complementary data and alternatively maximizes variational lower-bounds of MI between input and complementary data. For instance, the following lower bounds are often employed:

\[
I(\mathcal{X}, \mathcal{U}) \geq E_{xu}[r(X, U)] - E_{x}E_{u}[e^{r(X, U)}] \quad \text{(Nguyen et al., 2008; Sugiyama et al., 2008)}
\]

\[
I(\mathcal{X}, \mathcal{U}) \geq E_{xu}[r(X, U)] - \log E_{x}E_{u}[e^{r(X, U)}] \quad \text{(Ruderman et al., 2012; Belghazi et al., 2018)}
\]

where \( I(\mathcal{X}, \mathcal{U}) \) denotes mutual information between \( x \) and \( u \), and is defined by

\[
I(\mathcal{X}, \mathcal{U}) := \int p(x,u) \log \frac{p(x,u)}{p(x)p(u)} \text{d}x \text{d}u.
\]

For other lower bounds of MI, we refer to Poole et al. (2019). The key advantage is that these lower bounds enable us to employ neural networks without any special efforts, while it comes at the price for a statistical limitation that these lower-bounds may require an exponentially number of samples to accurately estimate MI (McAllester and Stratos 2020, Theorem 3.1). As in logistic regression (5), the maximizers of both lower bounds in (6) and (7) with respect to \( r \) have been shown to be equal to

\[
\log \frac{p(x,u)}{p(x)p(u)}
\]
up to constants (Nguyen et al., 2008; Ruderman et al., 2012). Thus, these lower bounds can be used for density ratio estimation. The primary purpose of maximizing these lower-bounds is to estimate mutual information between $x$ and $u$, yet it has been believed that maximizing these lower bounds leads to maximization of mutual information between $h_x(x)$ and $h_u(u)$. Here, we provide a theoretically rigorous support to this belief.

2.3 Nonlinear independent component analysis

Nonlinear ICA is a solid framework for unsupervised representation learning, and assumes that data $x = (x_1, \ldots, x_{D_x})^\top$ is generated as the following nonlinear mixing of the latent source $s = (s_1, \ldots, s_{D_x})^\top$:

$$
    x = f(s),
$$

where $f(s) = (f_1(s), \ldots, f_{D_x}(s))^\top$, and $f$ is an invertible function. The problem is to recover (or identify) the latent source components $s_i$. In the case of the linear mixing, i.e., $f(s) = As$ with an invertible matrix $A$, the latent source $s$ can be recovered up to the permutation (i.e., ordering) and scales of $s_1, s_2, \ldots, s_{D_x}$ when they are mutual independent and follow a non-Gaussian density (Comon, 1994). However, the problem of nonlinear ICA has been proved to be seriously illposed under the same condition as the linear case because there exist an infinite number of decompositions of a random vector into mutually independent variables (Hyvärinen and Pajunen, 1999, Locatello et al., 2019). Nonetheless, a number of methods for nonlinear ICA have been previously proposed (Tan et al., 2001; Almeida, 2003; Blaschke et al., 2007), but most of them lack theoretical guarantees for source recovery and it is thus unclear to what extent these methods can recover the source components under the nonlinear mixing function $f$.

Recently, novel recovery conditions for nonlinear ICA have been established (Sprekeler et al., 2014; Hyvärinen and Morioka, 2016, 2017; Hyvärinen et al., 2019). The key condition alternative to mutual independence is conditional independence of $s_1, s_2, \ldots, s_{D_x}$ given some complementary data $u$. Time contrastive learning (TCL) employs time segment labels as complementary data samples, and assumes that the conditional density of the source $s$ given a time segment label is conditionally independent and belongs to an exponential family (Hyvärinen and Morioka, 2016). Then, the representation function $h_x(x)$ learned by the multinomial logistic regression has been shown to asymptotically correspond to elementwise nonlinear functions of the latent source components $s_1, s_2, \ldots, s_{D_x}$ up to a linear transformation. Hyvärinen et al. (2019) removed the exponential family assumption in TCL and has established recovery conditions in terms of more general conditional densities (nonexponential family). Then, it was proved that the representation function $h_x(x)$ learned by contrastive learning based on $J_{LR}(r)$ (i.e., logistic regression) is asymptotically equal to the latent source components $s_1, s_2, \ldots, s_{D_x}$ up to their permutation and elementwise invertible functions. Details of the recovery conditions in Hyvärinen et al. (2019) are discussed in Section 3.2. Nonlinear ICA has been applied to causal analysis (Monti et al., 2020; Wu and Fukumizu, 2020) and transfer learning (Teshima et al., 2020).

This paper provides two new recovery proofs for nonlinear ICA, both of which include a novel insight: The dimensionality of complementary data is an important factor for source recovery. This insight is clearly supported by numerical experiments. Furthermore, we propose a novel generative model where data is generated as a nonlinear mixing of lower-dimensional latent source components and nuisance variables. The proposed generative model is more general than the one (8) in
Table 2: List of notations mainly used in Section 3. Wrts are abbreviations of “with respect to”.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_x^<em>$, $h_u^</em>$</td>
<td>Optimal representation functions of $h_x$ and $h_u$</td>
</tr>
<tr>
<td>$\psi^<em>$, $a^</em>$, $b^*$</td>
<td>Optimal functions of $\psi$, $a$ and $b$</td>
</tr>
<tr>
<td>$I(X;U)$</td>
<td>Mutual information (MI) between $x$ and $u$</td>
</tr>
<tr>
<td>$I(Y_x;Y_u)$</td>
<td>MI between $y_x = h_x(x)$ and $y_u = h_u(u)$</td>
</tr>
<tr>
<td>$h_x^+ : \mathbb{R}^{D_x} \rightarrow \mathbb{R}^{D_x - d_x}$</td>
<td>Function such that $(h_x(x), h_x^+(x))$ is invertible.</td>
</tr>
<tr>
<td>$h_u^+ : \mathbb{R}^{D_u} \rightarrow \mathbb{R}^{D_u - d_u}$</td>
<td>Function such that $(h_u(u), h_u^+(u))$ is invertible.</td>
</tr>
<tr>
<td>$s \in \mathbb{R}^{d_x}$</td>
<td>Vector of latent source components</td>
</tr>
<tr>
<td>$f : \mathbb{R}^{D_x} \rightarrow \mathbb{R}^{D_x}$</td>
<td>Nonlinear mixing function</td>
</tr>
<tr>
<td>$q_i : \mathbb{R} \times \mathbb{R}^{D_0} \rightarrow \mathbb{R}$ (Proposition 2)</td>
<td>Exponent of the conditional density $p(s_i</td>
</tr>
<tr>
<td>$q_i', q_i''$</td>
<td>First- and second-order derivatives of $q_i(t, u)$ wrt $t$</td>
</tr>
<tr>
<td>$w : \mathbb{R}^{D_x} \times \mathbb{R}^{D_u} \rightarrow \mathbb{R}^{2D_x}$</td>
<td>Gradient wrt $u$</td>
</tr>
<tr>
<td>$\alpha_1, \alpha_2 : \mathcal{R} \rightarrow \mathcal{R}$ (Theorem 3)</td>
<td>Exponent of the conditional density $p(s_i</td>
</tr>
<tr>
<td>$\alpha_1(v) := \frac{\partial^2 q_i(v, r)}{\partial v \partial r} \big</td>
<td>_{r = \lambda_i(u_1)}$ and $\alpha_2(v) := \frac{\partial^2 q_i(v, r)}{\partial v \partial r} \big</td>
</tr>
<tr>
<td>$\alpha(v) := \left( \frac{\alpha_1^2(v_1)}{\alpha_1^2(v_1)}, \ldots, \frac{\alpha_1^2(v_{D_x})}{\alpha_1^2(v_{D_x})} \right)^\top$</td>
<td>Exponent of the conditional density $p(s_i</td>
</tr>
<tr>
<td>$\mathbf{n} \in \mathbb{R}^{D_x - d_x}$</td>
<td>Vector of nuisance variables</td>
</tr>
</tbody>
</table>

Table 3: Summary and comparison of theoretical conditions in maximization of MI, nonlinear ICA and nonlinear subspace estimation. Gen. model and source cond. are abbreviations of generative model and source condition, respectively. “-” means that the condition is not required. See the main text for more details.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Maximization of MI</th>
<th>Nonlinear ICA</th>
<th>Nonlinear subspace</th>
</tr>
</thead>
<tbody>
<tr>
<td>Form of $\psi^*$</td>
<td>$\psi^<em>(h_x^</em>(x), h_u^*(u))$</td>
<td>$\sum_{i=1}^{D_x} \psi_i^<em>(h_x^</em>(x), h_u^<em>(u))$ or $\sum_{i=1}^{D_x} \psi_i^+(h_x^</em>(x), h_u^+(u))$</td>
<td>$\psi^<em>(h_x^</em>(x), h_u^*(u))$</td>
</tr>
<tr>
<td>Dim. assump.</td>
<td>$d_x \leq D_x$ and $d_u \leq D_u$</td>
<td>$d_x = D_x$ and $2D_x \leq D_u$ or $D_x \leq D_u$</td>
<td>$d_x \leq D_x$ and $d_x \leq D_u$</td>
</tr>
<tr>
<td>Gen. model</td>
<td>-</td>
<td>$x = f(s)$</td>
<td>$x = f(s, n)$</td>
</tr>
<tr>
<td>Source cond.</td>
<td>-</td>
<td>$s_i \perp s_j</td>
<td>u (i \neq j)$</td>
</tr>
</tbody>
</table>

nonlinear ICA in the sense that the conditional independence of the latent source components is no longer assumed. Based on the proposed generative model, we establish theoretical conditions that complementary data enables us to automatically ignore the nuisance variables, and to estimate a nonlinear subspace related to only the lower-dimensional latent source components.

3. Three frameworks for unsupervised representation learning through density ratio estimation

This section shows that unsupervised representation learning on three frameworks can be performed by density ratio estimation, and discusses theoretical contributions on each of the frameworks. Ta-
bles 2 and 3 are a list of notations and summary of theoretical conditions in the three frameworks, respectively.

3.1 Maximization of mutual information

Maximization of mutual information (MI) (Barlow, 1961; Linsker, 1989; Bell and Sejnowski, 1995) is a classical yet recently retrieved framework for unsupervised representation learning combined with the recent development of deep neural networks (Hjelm et al., 2019; Tschannen et al., 2019). Density ratio estimation seems not to be strongly related, but our analysis implies that it is essential for maximization of MI.

Let us re-denote the representation functions of \( x \) and \( u \) by

\[
y_x := h_x(x) \quad \text{and} \quad y_u := h_u(u),
\]

respectively. The goal of maximization of MI is to find \( h_x \) and \( h_u \), which maximize MI between \( y_x \) and \( y_u \) defined by

\[
I(Y_x, Y_u) := \int p(y_x, y_u) \log \frac{p(y_x, y_u)}{p(y_x)p(y_u)} \, dy_x dy_u.
\]

Data processing inequality shows that \( I(Y_x, Y_u) \) is a lower bound of MI between \( x \) and \( u \), i.e.,

\[
I(X, U) \geq I(Y_x, Y_u).
\] (9)

Inequality (9) indicates that any reparametrizations of \( x \) and \( u \) never exceed \( I(X, U) \), and \( I(Y_x, Y_u) \) is maximized at \( I(X, U) \) if there exist such representation functions \( h_x \) and \( h_u \).

The following theorem proved in Appendix A clarifies how and when contrastive learning and variational MI estimation can be regarded as performing maximization of MI, and establishes conditions on which \( I(Y_x, Y_u) = I(X, U) \), i.e., \( I(Y_x, Y_u) \) is maximized:

**Theorem 1.** We make the following assumptions:

(A1) \( p(x, u) > 0, p(x) > 0 \) and \( p(u) > 0 \).

(A2) There exist some functions \( \bar{h}_x, h_x \) and \( h_u \) such that

\[
\begin{pmatrix}
  h_x(x) \\
  h_u(u)
\end{pmatrix} \in \mathbb{R}^{D_x} \quad \text{and} \quad \begin{pmatrix}
  h_u(u) \\
  h_u(u)
\end{pmatrix} \in \mathbb{R}^{D_u}
\]

are both invertible\(^2\)

(A3) There exist functions \( \psi^*, h_x^*, h_u^* \) and \( \alpha^* \) and \( \beta^* \) such that the following equation holds:

\[
\log \frac{p(x, u)}{p(x)p(u)} = \psi^*(h_x^*(x), h_u^*(u)) + \alpha^*(h_x^*(x)) + \beta^*(h_u^*(u)).
\] (10)

Then, \( I(Y_x, Y_u) = I(X, U) \) at \( h_x = h_x^* \) and \( h_u = h_u^* \). Conversely, suppose that \( I(Y_x, Y_u) = I(X, U) \) at \( h_x = h_x^* \) and \( h_u = h_u^* \) under Assumptions (A1-2). Then, there exist functions \( \psi^*, \alpha^* \) and \( \beta^* \) such that (10) holds.

\(^2\) Invertibility means that there exist \( g_x \) and \( g_u \) such that \( x = g_x(y_x, y_u^\perp) \) and \( u = g_u(y_u, y_u^\perp) \) where \( y_x^\perp := h_x^+(x) \) and \( y_u^\perp := h_u^+(u) \).
Theorem 1 implies that \( I(\mathcal{Y}_x, \mathcal{Y}_u) \) can be maximized through density ratio estimation, and thus motivates us to develop practical methods for maximization of MI through density ratio estimation. Eq.(10) is inspired by sufficient dimension reduction (Li, 1991; Cook, 1998; Fukumizu et al., 2004), which is a solid framework for supervised dimensionality reduction and whose goal is to find an informative lower-dimensional subspace to the output variable based on the conditional independence condition. As shown in the proof of Theorem 1, (10) can be rewritten as the following conditional independence conditions:

\[
u \perp x \mid y_x = h^*_x(x) \quad \text{and} \quad x \perp u \mid y_u = h^*_u(u).
\]

The conditional independence between \( u \) and \( x \) given \( y_x = h^*_x(x) \) implies that the lower-dimensional representation \( h^*_x(x) \) has the same amount of information for \( u \) as the original input data \( x \). The same implication holds the conditional independence between \( u \) and \( x \) given \( y_u = h^*_u(u) \) as well. Thus, accurately estimating the density ratio would yield representations of \( u \) and \( x \) possibly with minimum information loss.

An interesting point of Theorem 1 is that \( I(\mathcal{Y}_x, \mathcal{Y}_u) = I(\mathcal{X}, \mathcal{U}) \) conversely implies the density ratio equation (10), and is useful for understanding when contrastive learning does not perform maximization of MI. In Section 2.2 we suppose that \( u^*(t) \) are drawn from the marginal density \( p(u) \) in (4), but in practice, \( u^*(t) \) are often taken from another dataset (Arandjelovic and Zisserman, 2017) whose probability density is different from the marginal density \( p(u) \) and denoted by \( \tilde{p}(u) \). Then, by assuming that the \( u^* \) are independent to \( x \), contrastive learning related to density ratio estimation yields an estimate of

\[
\log \frac{p(x, u)}{p(x)\tilde{p}(u)}
\]

up to a constant, and (10) is never fulfilled. Thus, contrastive learning based on another marginal density \( \tilde{p}(u) \) might not be regarded as maximizing \( I(\mathcal{Y}_x, \mathcal{Y}_u) \) in general. On the other hand, as long as \( u^*(t) \) are drawn from the marginal density \( p(u) \), Theorem 1 would be a direct support to the belief that contrastive learning and variational MI estimation can be considered to perform maximization of MI because the popular objective functions are related to density ratio estimation as reviewed in Section 2.2.

Another simple practical point of Theorem 1 is the form of the right-hand side on (10): The right-hand side indicates that all terms have to be functions of \( h^*_x \) and/or \( h^*_u \). Thus, even when \( a^*(h^*_x(x)) \) is simply replaced with \( a(x) \) (i.e., \( a \) is not a function of \( h^*_x \)), Theorem 1 does not hold.

3.2 Nonlinear ICA: A new insight for source recovery

Here, we perform two theoretical analyses for source recovery in nonlinear ICA with density ratio estimation (Proposition 2 and Theorem 3). These analyses shed light on a novel insight that the dimensionality of complementary data is an important factor for source recovery, which has not been revealed in previous work of nonlinear ICA. Furthermore, Theorem 3 can be regarded as a generalization of Theorem 1 in Hyvärinen and Morioka (2017).

3. For instance, in Arandjelovic and Zisserman (2017), the positive pairs of input and complimentary data samples are video frames and audio clips in the same video that overlap in time, while the negative pairs are randomly extracted from two different videos. Thus, the marginal density of the complimentary data (i.e., video frame or audio clip) can be different in the positive and negative data.
Importance of the dimensionality of complementary data: As reviewed in Section 2.3, nonlinear ICA assumes that input data \( x = (x_1, x_2, \ldots, x_{D_x})^\top \) is generated as a nonlinear mixing of the latent source components \( s_1, s_2, \ldots, s_{D_x} \) as follows:

\[
x = f(s),
\]

where \( s = (s_1, s_2, \ldots, s_{D_x})^\top \) and \( f : \mathbb{R}^{D_x} \to \mathbb{R}^{D_x} \) is assumed to be invertible. Then, the goal is to recover the latent source components \( s_i \). To this end, recent work of nonlinear ICA employs complementary data \( u(t) \) in addition to input data \( x(t) \). For instance, by regarding \( x(t) \) as time series data at the time index \( t \), Hyvärinen and Morioka (2017) use past input data as \( u(t) \) (e.g., \( u(t) = x(t - 1) \)).

We first establish the following theorem showing that the latent source components can be recovered up to their permutation (i.e., ordering) and elementwise invertible functions, and that density ratio estimation plays an important role in nonlinear ICA as well:

**Proposition 2.** Suppose that \( D_x = D_x \). We further make the following assumptions:

(B1) The latent source components \( s_i \) are conditionally independent given \( u \). More specifically, the conditional density of \( s \) given \( u \) takes the following form:

\[
\log p(s|u) = \sum_{i=1}^{D_x} q_i(s_i, u) - \log Z(u),
\]

where \( Z(u) \) denotes the partition function and \( q_i \) are differentiable functions.

(B2) Input data \( x \) is generated according to (8) where the mixing function \( f \) is invertible.

(B3) Dimensionality of complementary data is twice larger than or twice as large as input data, i.e., \( 2D_x \leq D_u \).

(B4) There exists a single point \( u_1 \) such that the rank of \( \nabla_u w(v, u) \in \mathbb{R}^{2D_x \times D_u} \) at \( u = u_1 \) is \( 2D_x \) for all \( v = (v_1, v_2, \ldots, v_{D_x})^\top \) where \( \nabla_u \) denotes the differential operator with respect to \( u \), and

\[
w(v, u) := (q_1'(v_1, u), \ldots, q_{D_x}'(v_{D_x}, u), q_1''(v_1, u), \ldots, q_{D_x}''(v_{D_x}, u))^\top \in \mathbb{R}^{2D_x},
\]

with \( q_i'(t, u) := \frac{\partial}{\partial u} q_i(t, u) \) and \( q_i''(t, u) := \frac{\partial^2}{\partial u^2} q_i(t, u) \).

(B5) There exist functions \( \psi^*_i, h^*_x, h^*_u, a^* \) and \( b^* \) such that the following equation holds:

\[
\log \frac{p(x, u)}{p(x)p(u)} = \sum_{i=1}^{D_x} \left[ \psi^*_i(h^*_x(x), h^*_u(u)) \right] + a^*(h^*_x(x)) + b^*(h^*_u(u)),
\]

(11)

where \( \psi^*_i \) are differentiable functions and \( h^*_x(x) := (h^*_{x,1}(x), \ldots, h^*_{x,D_x}(x))^\top \) is invertible.

Then, under Assumptions (B1-5), the representation function \( h^*_x(x) \) is equal to \( s \) up to a permutation and elementwise invertible functions.
The proof is given in Appendix B. We essentially followed the proof of Theorem 1 in Hyvärinen et al. (2019) and derived the same conclusion. Here, the main difference is Assumptions (B3-4), which give a new insight for source recovery. Hyvärinen et al. (2019) adopted an alternative assumption to Assumptions (B3-4) called the assumption of variability, which assumes that there exist \( 2D_x + 1 \) points, \( u_0, u_1, \ldots, u_{2D_x} \), such that the following \( 2D_x \) vectors are linearly independent:

\[
\mathbf{w}(v, u_j) - \mathbf{w}(v, u_0) \text{ for } j = 1, \ldots, 2D_x \text{ are linearly independent for all } v.
\]

The dimensionality assumption \( 2D_x \leq D_u \) in Assumption (B3) would correspond to the \( 2D_x \) vectors in the assumption of variability, but, in contrast, sheds light on a novel insight: The dimensionality of complementary data is an important factor for source recovery, which has not been revealed in previous work of nonlinear ICA. In fact, we numerically demonstrate that the accuracy of source recovery clearly depends on the dimensionality of complementary data in Section 5.1.2.

Furthermore, Assumption (B3) is practically useful because it can be checked very easily. Regarding Assumption (B4), it implies that the complementary data \( u \) is clearly dependent to \( s \): When the \( i \)-th element in \( u \) is independent to \( s \) and \( 2D_x = D_u \) (i.e., \( \nabla_u \mathbf{w}(v, u) \) is a square matrix), the \( i \)-th column in \( \nabla_u \mathbf{w}(v, u) \) is the zero vector, and thus the rank assumption in Assumption (B4) is never satisfied.

According to Hyvärinen et al. (2019), the assumption of variability implies that the underlying conditional density \( p(s|u) \) has to be diverse and complex to recover the source components. As in Theorem 2 in Hyvärinen et al. (2019), we show that Assumption (B4) includes the same implication under the following exponential family:

\[
\log p(s|u) = \sum_{i=1}^{D_x} \sum_{k=1}^{K} \lambda_{ik}(u)q_{ik}(s_i) - \log Z(u), \tag{12}
\]

where \( \lambda_{ik} \) and \( q_{ik} \) are some scalar functions and \( K \) is a positive integer. Appendix C proves that

- When \( K = 1 \), \( \text{rank}(\nabla_u \mathbf{w}(v, u)) \leq D_x \) where \( \text{rank}(\cdot) \) denotes the rank of a matrix.
- When \( K > 1 \), \( \text{rank}(\nabla_u \mathbf{w}(v, u)) \leq 2D_x \)

Thus, when \( K = 1 \), the \( 2D_x \) rank assumption in Assumption (B4) is never fulfilled. This implies that in order to recover the source components, the conditional density has to be diverse and complex such as the exponential family (12) with a relatively large mixture number \( K \).

**A milder dimensionality assumption:** The dimensionality assumption \( 2D_x \leq D_u \) in Assumption (B3) might be strong because we need to have relatively high-dimensional complementary data. However, this assumption can be relaxed by restricting the underlying conditional density of \( s \) given \( u \). The following theorem is based on a milder dimensionality assumption than Assumption (B3), and can be seen as a generalization of Theorem 1 in Hyvärinen and Morioka (2017):

**Theorem 3.** Suppose that \( d_x = d_u = D_x \). We make the following assumptions:

\( (B'1) \) The latent source components \( s_i \) are conditionally independent given \( u \), and the conditional density of \( s \) given \( u \) takes the following form:

\[
\log p(s|u) = \sum_{i=1}^{D_x} q_i(s_i, \lambda_i(u)) - \log Z(u), \tag{13}
\]

where \( q_i \) and \( \lambda_i \) are differentiable functions for \( i = 1, \ldots, D_x \).
Input Data \( x \) is generated according to (8) where the mixing function \( f \) is invertible.

Dimensionality of complementary data is larger than or equal to input data, i.e., \( D_x \leq D_u \).

There exist two points, \( u_1 \) and \( u_2 \), such that \( \alpha_1^1(v) := \frac{\partial^2 q_i(v,r)}{\partial v \partial r} \bigg|_{r=\lambda_i(u_1)} \neq 0 \) and \( \alpha_2^1(v) := \frac{\partial^2 q_i(v,r)}{\partial v \partial r} \bigg|_{r=\lambda_i(u_2)} \neq 0 \) for all \( i \) and \( v \).

There exist \( D_x \) points, \( v_1, v_2, \ldots, v_{D_x} \), such that the \( D_x \) vectors \( \alpha(v_1), \alpha(v_2), \ldots, \alpha(v_{D_x}) \) are linearly independent where with \( v := (v_1, v_2, \ldots, v_{D_x})^\top \),

\[
\alpha(v) := \left( \alpha_1^2(v_1), \alpha_2^2(v_2), \ldots, \frac{\alpha_{D_x}^2(v_{D_x})}{\alpha_{D_x}^1(v_{D_x})} \right)^\top \in \mathbb{R}^{D_x}.
\]

There exist functions \( \psi_i^*, h_x^*, h_u^* \), \( a^* \) and \( b^* \) such that the following equation holds:

\[
\log \frac{p(x, u)}{p(x)p(u)} = \sum_{i=1}^{D_x} [\psi_i^*(h_x^*, h_u^*)] + a^*(h_x^* + b^*(h_u^*), (14)
\]

where \( \psi_i^* \) are differentiable functions, \( h_x^*(x) := (h_{x,1}(x), \ldots, h_{x,D_x}(x))^\top \) is invertible, and \( h_u^*(x) := (h_{u,1}(u), \ldots, h_{u,D_x}(u))^\top \).

Then, under Assumptions (B'1-6), the representation function \( h_x^*(x) \) is equal to \( s \) up to a permutation and elementwise invertible functions.

The proof is given in Appendix D. The key point in Theorem 3 is that the dimensionality assumption \( D_x \leq D_u \) in Assumption (B'3) is milder than \( 2D_x \leq D_u \) in Assumption (B3). However, this milder assumption comes at a cost of making the conditional density \( p(s|u) \) less general than Proposition 2 and of restricting the form of the right-hand side on (14): The conditional density \( p(s|u) \) is restricted into a form of pairwise combinations of \( s_i \) and \( \lambda_i(u) \) for \( i = 1, \ldots, D_x \) in (13), and the right-hand side on (14) also takes a pairwise form of \( h_x^*(x) \) and \( h_{u,i}(u) \).

Similarly as Assumption (B4) in Proposition 2, Assumption (B'5) also implies that the underlying conditional density (13) is diverse and complex. Indeed, when \( p(s|u) \) belongs to the exponential family \( K = 1 \), the ratio \( \frac{\alpha_i^2(v_i)}{\alpha_i^1(v_i)} \) is equal to a constant \( \frac{\lambda_i(u)}{\lambda_{i1}(u)} \) for all \( i \). Then, \( \alpha(v) \) is a constant vector, and cannot be linearly independent over the \( D_x \) points. Thus, Assumption (B'5) is never satisfied under the exponential family (12) in \( K = 1 \).

Theorem 3 generalizes Theorem 1 in Hyvärinen and Morioka (2017): By regarding \( x(t), t = 1, \ldots, T \) as time series data at the time index \( t \), Theorem 1 in Hyvärinen and Morioka (2017) is a special case of Theorem 3 where \( u(t) = x(t - 1) \) (thus, implicitly suppose \( D_x = D_u \) and Assumption (B'3) is satisfied), \( \lambda(u) = u \), and \( h_u = h_x \) (e.g., the same neural architecture with weight sharing). This generalization is not straightforward because we had to derive a new lemma (Lemma 10), and thus the proof is substantially different. Furthermore, by this generalization, Theorem 3, again, reveals that the dimensionality of complementary data is an important factor, which has not been seen in Theorem 1 of Hyvärinen and Morioka (2017).
Finally, we note a subtle difference of $\psi(h_x(x), h_u(u))$ in nonlinear ICA. Nonlinear ICA requires us to slightly modify $\psi(h_x(x), h_u(u))$ as follows: For Proposition 2,

$$\psi(h_x(x), h_u(u)) = \sum_{i=1}^{D_x} \psi_i(h_x,x_i, h_u,u_i),$$

while in Theorem 3,

$$\psi(h_x(x), h_u(u)) = \sum_{i=1}^{D_x} [\psi_i(h_x,x_i, h_u,u_i)].$$

In contrast with maximization of mutual information (Theorem 1) as well as nonlinear subspace estimation (Theorem 4), $\psi(h_x(x), h_u(u))$ in (15) (or in (16)) is expressed as the sum of element-wise functions with respect to $h_x(x)$ (or $h_x(x)$ and $h_u(u)$). Thus, in practice, we need to slightly modify the form of $\psi(h_x(x), h_u(u))$ to (15) or (16) when performing nonlinear ICA.

3.3 Nonlinear subspace estimation with complementary data

Here, we first propose a new generative model where input data is generated as a nonlinear mixing of lower-dimensional latent source components and nuisance variables. Then, we establish some theoretical conditions to estimate a lower-dimensional nonlinear subspace of the latent source components only.

A new generative model: Let us consider the following novel generative model for input data $x \in \mathbb{R}^{D_x}$:

$$x = f(s, n),$$

where $f$ is an invertible nonlinear mixing function, $s \in \mathbb{R}^{d_x}$ and $n \in \mathbb{R}^{D_x-d_x}$. We further assume that

- Source components $s_i$ are statistically independent to nuisance variables $n$, i.e., $s \perp n$
- Complementary data is supposed to be available such that $u \perp n$, while $u$ depends on $s$, i.e., $s \not\perp u$ where $\not\perp$ denotes statistical dependence.

Based on the observations of $x$ and $u$, the goal is to estimate a lower-dimensional nonlinear subspace of only $s$, which is separated from $n$. In contrast with nonlinear ICA, we do not necessarily assume that $s_i$ are conditionally independent given $u$. Thus, (17) is more general than the generative model (8) in nonlinear ICA in the sense that the conditional independence of $s_i$ given $u$ is no longer assumed.

The new generative model (17) can be motivated by many practical situations. For example, time-series data such as brain signals (Dornhege et al., 2007) could be observed as a mixture of stationary and nonstationary components, and the nonstationarity could be important for a range of tasks such as change detection (Blythe et al., 2012). For this example, by using the past data in time series data as complementary data (e.g., $u(t) = x(t-1)$), we may estimate a subspace of the useful nonstationary components. Another example is image data. The pixel values around the center of an image usually depends on surrounding pixels, while the pixels around the corners of the image are often almost independent to the other pixels (e.g., MNIST images). By using surrounding pixels as the complementary data, it would be very informative to estimate some lower-dimensional subspace for image data, which constitutes the fundamental part of image data.
Estimating a lower-dimensional subspace of the source components: First of all, it is important to understand whether we can estimate a lower-dimensional subspace of the latent sources $s$, which is separated from nuisance variables $n$. The following theorem gives conditions to estimate such a subspace as a (vector-valued) function of $s$ only:

**Theorem 4.** Assume that

(C1) Input data $x$ is generated according to (17) where the mixing function $f$ is invertible, $s \perp n$, $s \not\perp u$ and $u \perp n$.

(C2) There exist functions $\psi^*$, $h^*_x$, $h^*_u$, $a^*$ and $b^*$ such that the following equation holds:

$$\log \frac{p(x, u)}{p(x)p(u)} = \psi^*(h^*_x(x), h^*_u(u)) + a^*(h^*_x(x)) + b^*(h^*_u(u)), \tag{18}$$

where $h^*_x$ is surjective.

(C3) Dimensionality of $h^*_x(x)$ is smaller than or equal to $h^*_u(u)$, i.e., $d_x \leq d_u$.

(C4) There exists at least a single point $u_1$ such that the rank of $\nabla_v \nabla_u \psi^*(v, h^*_u(u)) \in \mathbb{R}^{d_u \times d_x}$ is $d_x$ at $u = u_1$ for all $v \in \mathbb{R}^{d_v}$ where $v := h^*_x(x)$.

Under Assumptions (C1-4), the representation function $h^*_x(x)$ is a nonlinear function of only $s$.

The proof is given in Appendix E. The interesting point of Theorem 4 is that complementary data $u$ enables us to automatically ignore the nuisance variables $n$, and Theorem 4 implies that a lower-dimensional nonlinear subspace only for $s$ can be estimated through density ratio estimation. Assumption (C3) is a necessary condition that the rank of $\nabla_v \nabla_u \psi^*(v, h^*_u(u))$ is $d_x$: By defining $r := h^*_u(u)$,

$$\text{rank}(\nabla_v \nabla_u \psi^*(v, h^*_u(u))) = \text{rank}(J_r(u)^{\top} [\nabla_v \nabla_r \psi^*(v, r)]) \leq \min(d_x, d_u),$$

where $J_r(u) := \nabla_u r \in \mathbb{R}^{d_u \times d_x}$ is the Jacobian of $r$ at $u$ and $\nabla_v \nabla_r \psi^*(v, r) \in \mathbb{R}^{d_x \times d_x}$. Thus, it must be $d_x \leq d_u$ to satisfy Assumption (C4).

In order to understand the implication of Assumption (C4), we derive the following equation from (18) in Appendix F:

$$J_v(s)[\nabla_s \nabla_u \log p(s|u)]_{u=u_1} = \nabla_v \nabla_u \psi^*(v, u)|_{u=u_1}, \tag{19}$$

where $J_v(s) := \nabla_s v \in \mathbb{R}^{d_x \times d_x}$ is the Jacobian of $v = h^*_x(f(s, n))$ at $s$. According to Lemma 11 and Assumption (C4), (19) ensures that the rank of $\nabla_s \nabla_u \log p(s|u)|_{u=u_1}$ is $d_x$. Next, as discussed in nonlinear ICA (Section 3.2), we investigate whether or not the rank of $\nabla_s \nabla_u \log p(s|u)|_{u=u_1}$ is $d_x$ under the following exponential family:

$$\log p(s|u) = \sum_{j=1}^{D} \lambda_j(u) q_j(s) - \log Z(u), \tag{20}$$
where \( \lambda_j \) and \( q_j \) are some scalar functions. Then, we have

\[
\nabla_s \nabla_u \log p(s|u) = \sum_{j=1}^{D} \left\{ \nabla_u \lambda_j(u) \right\} \left\{ \nabla_s q_j(s) \right\}^\top,
\]

which indicates that by the rank factorization theorem,

\[
\text{rank}(\nabla_s \nabla_u \log p(s|u)) \leq \min(d_x, D)
\]

where we used \( d_x \leq d_u \leq D_u \) from Assumption (C3). Thus, when \( D < d_x \), Assumption (C4) is not fulfilled. As in nonlinear ICA, Assumption (C4) possibly implies that in order to estimate a nonlinear subspace of \( s, p(s|u) \) has to be sufficiently complex such as the exponential family (20) with relatively large \( D > d_x \).

Compared with nonlinear ICA in Section 3.2 Theorem 4 stands on a more general setting in the sense that the elements in \( s \) are not necessarily assumed to be conditionally independent. Furthermore, the dimensionality condition \( d_x \leq d_u \) in Assumption (C3) is milder than Assumption (B3) in Proposition 2 and Assumption (B′3) in Theorem 3 because \( d_x \) and \( d_u \) are the dimensionalities of the representation functions \( h^*_x \) and \( h^*_u \) and assumed to be smaller than \( D_x \) and \( D_u \), respectively. However, these milder conditions come at a price for losing the recover of each latent source component \( s_i \): Nonlinear ICA recovers each component \( s_i \) up to a permutation and elementwise invertible function, while Theorem 4 only guarantees that a nonlinear function of \( s \) can be estimated.

A similar generative model as (17) was proposed in multi-view learning (Gresele et al., 2019), which considers that two data, \( x^{(1)} \) and \( x^{(2)} \), are generated as

\[
x^{(1)} = f^{(1)}(s) \quad \text{and} \quad x^{(2)} = f^{(2)}(g(s, n)),
\]

where \( f^{(1)} \) and \( f^{(2)} \) are the mixing functions, and \( g \) denotes an elementwise vector-valued function. The generative model (21) assumes that \( s \perp n, s_i \perp s_j \) and \( n_i \perp n_j \) for \( i \neq j \) where \( n_i \) denotes the \( i \)-th element in \( n \). Then, Gresele et al. (2019) proved that each component \( s_i \) can be recovered up to elementwise invertible functions. In contrast, the assumptions in our generative model (17) can be more general because it is not assumed that the elements both in \( s \) and \( n \) are independent, i.e., \( s_i \not\perp s_j \) and \( n_i \not\perp n_j \) for \( i \neq j \) in our generative model.

4. Estimation methods

Section 3 theoretically showed that density ratio estimation plays a key role in the three frameworks, and motivates us to develop practical methods for unsupervised representation learning through density ratio estimation. This section proposes two practical methods to estimate the log-density ratio based on neural networks. The first method employs the \( \gamma \)-cross entropy (Fujisawa and Eguchi, 2008), which is a robust variant of the standard cross entropy against outliers. For nonlinear ICA, the second one employs the Donsker-Varadhan variational estimation for mutual information (Ruderman et al., 2012; Belghazi et al., 2018). After describing the proposed methods, we investigate the outlier-robustness of the proposed methods. A list of notations mainly used in this section is given in Table 4.
Table 4: List of notations used in Section 4.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{xu}$</td>
<td>Expectation over $p(x, u)$</td>
</tr>
<tr>
<td>$E_{x\times u}$</td>
<td>Expectation over $p(x)p(u)$</td>
</tr>
<tr>
<td>$E_x$</td>
<td>Expectation over $p(x)$</td>
</tr>
<tr>
<td>$E_u$</td>
<td>Expectation over $p(u)$</td>
</tr>
<tr>
<td>$J_\gamma$</td>
<td>$\gamma$-cross entropy</td>
</tr>
<tr>
<td>$J_{\gamma}, \tilde{J}_{\gamma}$</td>
<td>Empirical approximations of $J_\gamma$</td>
</tr>
<tr>
<td>$J_{DV}, \tilde{J}_{DV}$</td>
<td>Donsker-Varadhan variational lower-bound of MI</td>
</tr>
<tr>
<td>$u_p(t)$</td>
<td>Random permutation of $u(t)$ with respect to $t$</td>
</tr>
<tr>
<td>$\bar{p}(x, u)$</td>
<td>Contaminated joint probability density function of $x$ and $u$</td>
</tr>
<tr>
<td>$\bar{p}(x)$</td>
<td>Contaminated marginal probability density function of $x$</td>
</tr>
<tr>
<td>$\bar{p}(u)$</td>
<td>Contaminated marginal probability density function of $u$</td>
</tr>
<tr>
<td>$\delta(x, u)$</td>
<td>Joint probability density function for outliers</td>
</tr>
<tr>
<td>$\delta(x)$, $\delta(u)$</td>
<td>Marginal probability density functions for outliers</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Contamination ratio ($0 \leq \epsilon \leq 1$)</td>
</tr>
<tr>
<td>$\bar{x}$, $\bar{u}$</td>
<td>Outlier points</td>
</tr>
<tr>
<td>$\delta_\bar{x}(x)$</td>
<td>Dirac delta function with a point mass at $\bar{x}$</td>
</tr>
<tr>
<td>$\delta_\bar{u}(u)$</td>
<td>Dirac delta function with a point mass at $\bar{u}$</td>
</tr>
<tr>
<td>$r_\theta(x, u)$</td>
<td>Model parametrized by $\theta$</td>
</tr>
<tr>
<td>$g_\theta(x, u)$</td>
<td>Gradient of $r_\theta(x, u)$ with respect to $\theta$</td>
</tr>
<tr>
<td>$\theta^*$</td>
<td>Parameters optimized over the (noncontaminated) densities</td>
</tr>
<tr>
<td>$\theta_\epsilon$</td>
<td>Parameters optimized over the contaminated densities</td>
</tr>
<tr>
<td>$IF_{DV}$</td>
<td>Influence function over $J_{DV}$</td>
</tr>
<tr>
<td>$V_{DV}$</td>
<td>$V_{DV} := E_{xu}[g_{\theta^<em>}(X, U)g_{\theta^</em>}(X, U)^\top] - E_{xu}[g_{\theta^<em>}(X, U)]E_{xu}[g_{\theta^</em>}(X, U)]^\top$</td>
</tr>
<tr>
<td>$IF_\gamma$</td>
<td>Influence function over $J_\gamma$</td>
</tr>
<tr>
<td>$V_\gamma$</td>
<td>$V_\gamma := E_{xu}[\eta(X, U)S(X, U)^\top]g_{\theta^<em>}(X, U)g_{\theta^</em>}(X, U)^\top$</td>
</tr>
<tr>
<td>$S(x, u)$</td>
<td>$S(x, u) := \frac{1}{1+\epsilon(1+\gamma)r_{\theta^*}(x, u)}$</td>
</tr>
<tr>
<td>$\eta(x, u)$</td>
<td>$\eta(x, u) := S(x, u)(1 - S(x, u))$</td>
</tr>
<tr>
<td>$E_{xu}$</td>
<td>Expectation over $\bar{p}(x, u)$</td>
</tr>
<tr>
<td>$E_{x\times u}$</td>
<td>Expectation over $\bar{p}(x)p(u)$</td>
</tr>
<tr>
<td>$J_\gamma$</td>
<td>$\gamma$-cross entropy over $\bar{p}(x, u)$ and $\bar{p}(x)p(u)$</td>
</tr>
</tbody>
</table>
4.1 Robust representation learning based on the \( \gamma \)-cross entropy

The first method is based on the following \( \gamma \)-cross entropy for binary classification (Fujisawa and Eguchi, 2008, Hung et al., 2018). Let us recall the following two datasets:

\[
\mathcal{D}_+ := \{(x(t), u(t))\}_{t=1}^T \sim p(x, u) \quad \text{vs.} \quad \mathcal{D}_- := \{(x(t), u'(t))\}_{t=1}^T \sim p(x)p(u).
\]

By assigning class labels \( y = 0 \) and \( y = 1 \) to \( \mathcal{D}_+ \) and \( \mathcal{D}_- \) respectively, the \( \gamma \)-cross entropy for posterior probability estimation can be formulated as

\[
J_\gamma(f_+, f_-) := -\frac{1}{\gamma} \log \left[ \int \sum_{y=0}^{1} p(y, x, u) \left( \frac{f_+(x, u)^{\gamma+1}y + f_-(x, u)^{\gamma+1}y}{f_+(x, u)^{\gamma+1} + f_-(x, u)^{\gamma+1}} \right)^{\frac{1}{\gamma+1}} \, dx \, du \right],
\]

\[
= -\frac{1}{\gamma} \log \left[ p(y = 0) E_{xu} \left[ \left( \frac{f_+(X, U)^{\gamma+1}}{f_+(X, U)^{\gamma+1} + f_-(X, U)^{\gamma+1}} \right)^{\frac{1}{\gamma+1}} \right] \right] + p(y = 1) E_{xu} \left[ \left( \frac{f_-(X, U)^{\gamma+1}}{f_+(X, U)^{\gamma+1} + f_-(X, U)^{\gamma+1}} \right)^{\frac{1}{\gamma+1}} \right],
\]

where \( f_+ \) and \( f_- \) are models for posterior probabilities, \( p(y = 0) \) and \( p(y = 1) \) are class probabilities, and we used the following relation based on the datasets \( \mathcal{D}_+ \) and \( \mathcal{D}_- \):

\[
p(x, u|y = 0) = p(x, u) \quad \text{and} \quad p(x, u|y = 1) = p(x)p(u).
\]

By denoting \( \log \frac{f_+(x, u)}{f_-(x, u)} \) by \( r(x, u) \) and assuming symmetric class probabilities (i.e., \( p(y = 0) = p(y = 1) = \frac{1}{2} \)), the \( \gamma \)-cross entropy can be written as

\[
J_\gamma(r) := -\frac{1}{\gamma} \log \left[ E_{xu} \left[ \left( \frac{e^{r(x, u)(\gamma+1)}}{1 + e^{r(x, u)(\gamma+1)}} \right)^{\frac{1}{\gamma+1}} \right] \right] + E_{xu} \left[ \left( \frac{1}{1 + e^{r(x, u)(\gamma+1)}} \right)^{\frac{1}{\gamma+1}} \right]
\]

\[(22)\]

where the term related to \( p(y = 0) \) and \( p(y = 1) \) is omitted because it is irrelevant to estimation of a model \( r \). Since \( r(x, u) \) is a model for the log-ratio of posterior probabilities, \( J_\gamma(r) \) is minimized at

\[
\log \frac{p(y = 0|x, u)}{p(y = 1|x, u)} = \log \frac{p(x, u|y = 0)p(y = 0)}{p(x, u|y = 1)p(y = 1)} = \log \frac{p(x, u)}{p(x)p(u)}.
\]

Thus, the \( \gamma \)-cross entropy (22) can be used for density ratio estimation. As proven in Fujisawa and Eguchi (2008), the cross entropy in logistic regression can be obtained in the limit of the \( \gamma \)-cross entropy as follows:

\[
\lim_{\gamma \to 0} J_\gamma(r) = J_{LR}(r),
\]

indicating \( J_\gamma(r) \) can be regarded as a generalization of the cross entropy in logistic regression. The remarkable property of \( J_\gamma(r) \) is robustness against outliers. The positive parameter \( \gamma \) controls the
robustness, and a larger value of $\gamma$ tends to be more robust to outliers. We theoretically characterize the robustness of the $\gamma$-cross entropy in the context of density ratio estimation later. On the other hand, as discussed in Fujisawa and Eguchi (2008), there seems to exist a trade-off between robustness and efficiency, indicating that outlier-robustness for the $\gamma$-cross entropy may come at a price of making estimation sample-inefficient. In fact, the experimental results in Section 5.1.1 partially demonstrate this trade-off: The proposed method based on the $\gamma$-cross entropy is the most outlier-robust method, but it is not the best in terms of sample-efficiency.

In practice, we empirically approximate $J_\gamma(r)$ as

$$\widehat{J}_\gamma(r) := -\frac{1}{\gamma} \log \left[ \frac{1}{T} \sum_{t=1}^{T} \left\{ \left( \frac{e^{(\gamma + 1) r(x(t), u(t))}}{1 + e^{(\gamma + 1) r(x(t), u(t))}} \right)^{\frac{\gamma}{\gamma + 1}} + \frac{1}{\gamma} \left( \frac{1}{1 + e^{(\gamma + 1) r(x(t), u(t))}} \right)^{\frac{\gamma}{\gamma + 1}} \right\} \right],$$

where $u_p(t)$ denotes a random permutation of $u(t)$ with respect to $t$. Another empirical approximation is also possible as

$$\overline{J}_\gamma(r) := -\frac{1}{\gamma} \log \left[ \frac{1}{T} \sum_{t=1}^{T} \left\{ \frac{e^{(\gamma + 1) r(x(t), u(t))}}{1 + e^{(\gamma + 1) r(x(t), u(t))}} \right\}^{\frac{\gamma}{\gamma + 1}} + \frac{1}{T^2} \sum_{t=1}^{T} \sum_{t'=1}^{T} \left( \frac{1}{1 + e^{(\gamma + 1) r(x(t), u(t'))}} \right)^{\frac{\gamma}{\gamma + 1}} \right].$$

These empirical objective functions are minimized with a minibatch stochastic gradient method in Section 5.

### 4.2 Nonlinear ICA with the Donsker-Varadhan variational estimation

Our second method is based on variational estimation of mutual information (Ruderman et al., 2012; Belghazi et al., 2018), and employs the negative of the lower-bound in (7) as the objective function:

$$J_{DV}(r) := -E_{xu}[r(X, U)] + \log (E_{xu}[e^r(X, U)]). \quad (23)$$

As proved in Banerjee (2006) and Belghazi et al. (2018), $J_{DV}(r)$ is minimized at $\log \frac{p(x, u)}{p(x)p(u)}$ up to some constant, and thus can be used for density ratio estimation. $J_{DV}(r)$ has been already employed in the context of maximization of mutual information (Hjelm et al. 2019). Here, our contribution is to apply $J_{DV}(r)$ to nonlinear ICA, and we numerically demonstrate its usefulness.

The objective function $J_{DV}(r)$ has been independently derived in terms of density ratio estimation based on the KL-divergence (Sugiyama et al., 2008; Tsuboi et al., 2009). Since $r(x, u)$ is a model for $\log \frac{p(x, u)}{p(x)p(u)}$, the following model $p_m(x, u)$ can be regarded as a density model for $p(x, u)$:

$$p_m(x, u) := \frac{p(x)p(u) e^{r(x, u)}}{E_{xu}[e^{r(X, U)}]},$$

where the denominator ensures that $p_m(x, u)$ is normalized to be one. Then, the KL-divergence between $p(x, u)$ and $p_m(x, u)$ is given by

$$\begin{align*}
\text{KL}[p(x, u) || p_m(x, u)] &= \int \int p(x, u) \log \frac{p(x, u)}{p_m(x, u)} dx du \\
&= I(X', U') - E_{xu}[r(X, U)] + \log (E_{xu}[e^r(X, U)]) \\
&= J_{DV}(r).
\end{align*} \quad (24)$$
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Eq.(24) shows that minimizing \( KL[p(x, u) || p_m(x, u)] \) is equal to minimizing \( J_{DV}(r) \) because the mutual information \( I(X, U) \) on the right-hand side is a constant with respect to \( r \). As shown in Kanamori et al. (2010), the density ratio estimator based on the KL-divergence could be more accurate than the estimator based on the cross entropy \( J_{LR} \) (i.e., logistic regression) under the miss-specified setting where the true density ratio is not necessarily included in the function class of a model \( r \). In fact, we experimentally demonstrate that the nonlinear ICA method based on \( J_{DV} \) performs better than an existing method based on \( J_{LR} \) when the number of data samples is small.

In practice, we empirically approximate \( J_{DV}(r) \) as

\[
\hat{J}_{DV}(r) := - \frac{1}{T} \sum_{t=1}^{T} r(x(t), u(t)) + \log \left( \frac{1}{T} \sum_{t=1}^{T} e^{r(x(t), u(t))} \right),
\]

or

\[
\tilde{J}_{DV}(r) := - \frac{1}{T^2} \sum_{t=1}^{T} \sum_{t'=1}^{T} r(x(t), u(t')) + \log \left( \frac{1}{T} \sum_{t=1}^{T} \sum_{t'=1}^{T} e^{r(x(t), u(t'))} \right).
\]

Section 5 uses both approximations in numerical experiments with a mini-batch stochastic gradient method.

### 4.3 Theoretical analysis for outlier-robustness

Here, we investigate outlier-robustness of estimators based on \( J_{r} \) and \( J_{DV} \). To this end, we consider the following two scenarios of contamination by outliers:

- **Contamination model 1**: Given input data \( x \), complementary data \( u \) is conditionally contaminated by outliers as follows:

\[
\bar{p}(u|x) := (1 - \epsilon) p(u|x) + \epsilon \delta(u|x), \tag{25}
\]

where \( \bar{p}(u|x) \) is the contaminated conditional density of \( u \) given \( x \), \( \delta(u|x) \) denotes the conditional density for outliers, and \( 0 \leq \epsilon < 1 \) denotes the contamination ratio. By assuming that input data \( x \) is non-contaminated, (25) leads to the following contaminated joint and marginal densities:

\[
\bar{p}(x, u) := (1 - \epsilon) p(x, u) + \epsilon \delta(u|x)p(x),
\]

\[
\bar{p}(x) := p(x) \quad \text{and} \quad \bar{p}(u) := (1 - \epsilon) p(u) + \epsilon \int \delta(u|x)p(x)dx,
\]

where \( \bar{p}(x, u) \) is the contaminated joint density, and \( \bar{p}(x) \) and \( \bar{p}(u) \) denote the contaminated marginal densities of \( x \) and \( u \), respectively.

- **Contamination model 2**: Input data \( x \) and complementary data \( u \) are jointly contaminated by outliers:

\[
\bar{p}(x, u) := (1 - \epsilon) p(x, u) + \epsilon \delta(x, u), \tag{26}
\]
Table 5: Comparison of contamination models in influence function analysis (Propositions 5 and 6).

<table>
<thead>
<tr>
<th>Contamination model 1</th>
<th>Contamination model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{p}(x, u) = (1 - \epsilon)p(x, u) + \epsilon\delta_u(u)p(x) )</td>
<td>( \tilde{p}(x, u) = (1 - \epsilon)p(x, u) + \epsilon\delta_u(x)\delta_u(u) )</td>
</tr>
<tr>
<td>( \tilde{p}(x) = p(x) )</td>
<td>( \tilde{p}(x) = (1 - \epsilon)p(x) + \epsilon\delta(x) )</td>
</tr>
<tr>
<td>( \tilde{p}(u) = (1 - \epsilon)p(u) + \epsilon\delta_u(u) )</td>
<td>( \tilde{p}(u) = (1 - \epsilon)p(u) + \epsilon\delta_u(u) )</td>
</tr>
</tbody>
</table>

where \( \delta(x, u) \) denotes the joint density for outliers. Eq.(26) leads to the following contaminated marginal densities:

\[
\tilde{p}(x) := (1 - \epsilon)p(x) + \epsilon\delta(x) \quad \text{and} \quad \tilde{p}(u) := (1 - \epsilon)p(u) + \epsilon\delta(u),
\]

where

\[
\delta(x) := \int \delta(x, u)du \quad \text{and} \quad \delta(u) := \int \delta(x, u)dx.
\]

The fundamental difference between these contamination scenarios is whether or not input data \( x \) is contaminated by outliers. Next, we perform two analyses for outlier-robustness: One analysis is performed under the condition that the contamination ratio \( \epsilon \) is small, while another one does not necessarily assume that \( \epsilon \) is small and thus heavy contamination of outliers is also within the scope of the analysis.

4.3.1 INFLUENCE FUNCTION ANALYSIS

Here, we perform influence function analysis (Hampel et al., 2011), which is an established tool in robust statistics and assumes that the densities for outliers are given as follows:

\[
\delta(x, u) = \delta_{\bar{x}}(x)\delta_u(u), \quad \delta(x) = \delta_{\bar{x}}(x) \quad \text{and} \quad \delta(u) = \delta_u(u),
\]

where \( \delta_{\bar{x}}(x) \) and \( \delta_u(u) \) are the Dirac delta functions having point masses at \( \bar{x} \) and \( u \), respectively. Eq.(27) implies that \( \delta(u|x) = \delta_{\bar{u}}(u) \) and \( \int \delta(u|x)p(x)dx = \delta_{\bar{u}}(u) \) in the contamination model 1. Table 5 is a comparison of contamination models 1 and 2 in this analysis.

In this analysis, we suppose that a model \( r_\theta(x, u) \) is parametrized by \( \theta \) and has the following properties:

- \( r_\theta(x, u) \) and its gradient \( g_\theta(x, u) \) are continuous where \( g_\theta(x, u) := \nabla_\theta r_\theta(x, u) \).
- \(|r_\theta(x, u)| \rightarrow \infty \) and \( \|g_\theta(x, u)\| \rightarrow \infty \) as \( \|x\| \rightarrow \infty \) and/or \( \|u\| \rightarrow \infty \).

These properties are simply used to discuss the robustness of the estimators based on the influence function, and satisfied by standard models such neural networks with an unbounded activation function (e.g., the softplus function). Based on \( r_\theta(x, u) \), we define two estimators as

\[
\theta^* := \arg\min_\theta J(r_\theta) \quad \text{and} \quad \theta_\epsilon := \arg\min_\theta \bar{J}(r_\theta),
\]
where $J$ is some objective function over the noncontaminated densities (e.g., $J_\gamma$), while $\bar{J}$ is the contaminated version of $J$ computed over the contaminated densities $\bar{p}(x, u)$, $\bar{p}(x)$ and $\bar{p}(u)$ instead of $p(x, u)$, $p(x)$ and $p(u)$. Then, we define the influence function as

$$\text{IF}(\bar{x}, \bar{u}) = \lim_{\epsilon \to 0} \frac{\theta^* - \theta_\epsilon}{\epsilon}. \quad (28)$$

Eq. (28) indicates that $||\text{IF}(\bar{x}, \bar{u})||$ measures how the estimator $\theta^*$ is influenced by small contamination of outliers $\bar{x}$ and $\bar{u}$, and a larger $||\text{IF}(\bar{x}, \bar{u})||$ implies stronger influence by outliers. Based on the influence function, some robust properties of estimators can be characterized: Estimator $\theta^*$ has almost no influence from even strongly deviated data $\bar{x}$ and/or $\bar{u}$.

First, the following proposition shows the forms of the influence functions for $J_{\text{DV}}$:

**Proposition 5.** Assume that $r_\theta(x, u) = \log \frac{p(x, u)}{p(x)p(u)}$ at $\theta = \theta^*$. For the contamination model 1, the influence function of the estimator $\theta^*$ based on $J_{\text{DV}}$ is given by

$$\text{IF}_{\text{DV}}(\bar{u}) = V_{\text{DV}}^{-1}E_x[g_{\theta^*}(X, \bar{u}) - e^{r_\theta^*(X, \bar{u})}g_{\theta^*}(X, \bar{u})], \quad (29)$$

where $g_{\theta^*}(x, u) = \nabla_\theta r_\theta(x, u)|_{\theta = \theta^*}$ and

$$V_{\text{DV}} := -E_{xu}[g_{\theta^*}(X, U)g_{\theta^*}(X, U)^\top] + E_{xu}[g_{\theta^*}(X, U)]E_{xu}[g_{\theta^*}(X, U)]^\top. \quad (30)$$

Regarding the contamination model 2, the influence function is given by

$$\text{IF}_{\text{DV}}(\bar{x}, \bar{u}) = V_{\text{DV}}^{-1} \left[ g_{\theta^*}(\bar{x}, \bar{u}) + E_{xu}[g_{\theta^*}(X, U)] - E_x[e^{r_\theta^*(X, \bar{u})}g_{\theta^*}(X, \bar{u})] - E_u[e^{r_\theta^*(x, U)}g_{\theta^*}(\bar{x}, U)] \right], \quad (31)$$

where $E_x$ and $E_u$ denote the expectations over $p(x)$ and $p(u)$, respectively.

The proof is deferred in Appendix G. The key to interpret the influence functions in Proposition 5 is unboundedness of $r_\theta(x, u)$ and its gradient $g_{\theta^*}(x, u)$. For example, the right-hand side of (29) indicates that $||\text{IF}_{\text{DV}}(\bar{u})||$ can be unbounded when $r_\theta^*(x, \bar{u}) \to \infty$ and $||g_{\theta^*}(x, \bar{u})|| \to \infty$ as $||u|| \to \infty$. This means that the estimator based on $J_{\text{DV}}$ is not B-robust, and can be strongly influenced by outliers $\bar{u}$. The same discussion is applicable to the influence function (31) of the contamination model 2. Thus, these results imply that estimation based on $J_{\text{DV}}$ can be sensitive to outliers.

Next, we show the influence functions for the $\gamma$-cross entropy $J_\gamma$ in the following proposition:

**Proposition 6.** Suppose the same assumption holds as Proposition 5. Regarding the contamination model 1, the influence function of the estimator $\theta^*$ based on $J_\gamma$ is obtained as follows:

$$\text{IF}_\gamma(\bar{u}) = V_\gamma^{-1}E_x[\{S(X, \bar{u})^{\frac{1}{1+\gamma}} - (1 - S(X, \bar{u}))^{\frac{1}{1+\gamma}}\}g_{\theta^*}(X, \bar{u})], \quad (32)$$
Then, the estimator $\theta$ assumption is made as follows:

$$
V_\gamma := \mathbb{E}_{\mathbf{u}}[\eta(\mathbf{X}, \mathbf{U})^{1+\gamma} S(\mathbf{X}, \mathbf{U})^{1+\gamma} \mathbf{g}_{\theta^*}(\mathbf{X}, \mathbf{U})],
$$

where

$$
S(\mathbf{x}, \mathbf{u}) := \frac{1}{1 + e^{1+\gamma}r_{\theta^*}(\mathbf{x}, \mathbf{u})} \quad \text{and} \quad \eta(\mathbf{x}, \mathbf{u}) := S(\mathbf{x}, \mathbf{u})(1 - S(\mathbf{x}, \mathbf{u})).
$$

Regarding the contamination model 2, the influence function is given by

$$
\text{IF}_{\gamma}(\bar{x}, \bar{u}) = V_\gamma^{-1} \left[ \eta(\bar{x}, \bar{u})^{1+\gamma} S(\bar{x}, \bar{u})^{1+\gamma} \mathbf{g}_{\theta^*}(\bar{x}, \bar{u}) - \mathbb{E}_x[\eta(\mathbf{X}, \bar{u})]^{1+\gamma} (1 - S(\mathbf{X}, \bar{u}))^{1+\gamma} \mathbf{g}_{\theta^*}(\mathbf{X}, \bar{u}) \right. \\
- \mathbb{E}_u[\eta(\bar{x}, \mathbf{U})]^{1+\gamma} (1 - S(\bar{x}, \mathbf{U}))^{1+\gamma} \mathbf{g}_{\theta^*}(\bar{x}, \mathbf{U}) + \left. \mathbb{E}_{x\times u}[\eta(\mathbf{X}, \mathbf{U})]^{1+\gamma} (1 - S(\mathbf{X}, \mathbf{U}))^{1+\gamma} \mathbf{g}_{\theta^*}(\mathbf{X}, \mathbf{U}) \right].
$$

The proof of Proposition 6 is not given because it is almost the same as Proposition 5. In contrast to $J_{DV}$, the influence functions based on the $\gamma$-cross entropy $J_\gamma$ include the weight functions $\eta(\mathbf{x}, \mathbf{u})$ and $S(\mathbf{x}, \mathbf{u})$, and $\|\text{IF}_{\gamma}(\bar{u})\|$ and $\|\text{IF}_{\gamma}(\bar{x}, \bar{u})\|$ can be bounded even when $\|\mathbf{g}_{\theta^*}(\bar{x}, \bar{u})\| \to \infty$ as $\|\bar{x}\| \to \infty$ and/or $\|\bar{u}\| \to \infty$. The following corollary characterizes the robustness of the $\gamma$-cross entropy and shows that in stark contrast with $J_{DV}$, the estimator based on $J_\gamma$ is B-robust for both contamination models, and has the redescending property for the contamination model 1 under some conditions:

**Corollary 7.** Assume that

$$
\sup_{\mathbf{x}, \mathbf{u}} \|\eta(\mathbf{x}, \mathbf{u})^{1+\gamma} \mathbf{g}_{\theta^*}(\mathbf{x}, \mathbf{u})\| < \infty.
$$

Then, the estimator $\mathbf{\theta}^*$ based on $J_\gamma$ is B-robust both for the contamination models 1 and 2. Another assumption is made as follows:

$$
\lim_{\|\mathbf{u}\| \to \infty} \|\eta(\mathbf{x}, \mathbf{u})^{1+\gamma} \mathbf{g}_{\theta^*}(\mathbf{x}, \mathbf{u})\| = 0 \quad \text{for all } \mathbf{x}.
$$

Then, the estimator $\mathbf{\theta}^*$ based on $J_\gamma$ has the redescending property for the contamination model 1.

The results are an almost direct consequence of Proposition 6 and thus the detailed calculation is omitted. Assumptions (36) and (37) would be mild: By definition (34), the function $\eta(\mathbf{x}, \mathbf{u})$ exponentially convergences to zero when $r_{\theta^*}(\mathbf{x}, \mathbf{u}) \to \infty$ as $\|\mathbf{x}\| \to \infty$ and/or $\|\mathbf{u}\| \to \infty$. Thus, B-robustness would hold under both contamination models for standard models (e.g., neural networks). On the other hand, the redescending property is shown only for the contamination model 1. This comes from the fact that the contamination of outliers is more complicated in the contamination model 2: Both $\mathbf{x}$ and $\mathbf{u}$ are contaminated by outliers in the contamination model 2, while $\mathbf{u}$ is only contaminated in the contamination model 1. However, we numerically demonstrate that the proposed method based on the $\gamma$-cross entropy is robust against outliers even for the contamination model 2.

Proposition 5 also reveals the outlier weakness of the cross entropy $J_{LR}$ used in logistic regression. We recall that the $\gamma$-cross entropy $J_{\gamma}$ approaches $J_{LR}$ as $\gamma \to 0$. Then, it is obvious that Assumptions (36) and (37) in Corollary 7 are never satisfied in the limit of $\gamma \to 0$ when $\|g_{\theta^*}(\mathbf{x}, \mathbf{u})\|$
is an unbounded function (e.g., neural networks). This implies that the estimator based on $J_{LR}$ is neither B-robust nor redescending, and estimation based on $J_{LR}$ can be hampered by outliers.

In short, the analysis based on the influence function implies that it is a promising approach to use the $\gamma$-cross entropy for density ratio estimation in the presence of outliers even with neural networks, while estimation based on $J_{DV}$ and $J_{LR}$ can be strongly influenced by outliers particularly when $r_\theta(x, u)$ is modelled by using unbounded functions such as neural networks.

### 4.3.2 Strong Robustness of the $\gamma$-Cross Entropy

Here, we investigate the robustness of the $\gamma$-cross entropy even when the contamination ratio $\epsilon$ is not necessarily assumed to be small. Unlike influence function analysis, the contaminated densities, $\delta(x, u)$, $\delta(x)$ and $\delta(u)$, are not Dirac delta functions, but rather general probability density functions. To clarify the notations, we denote the $\gamma$-cross entropy over the contaminated densities as

$$
J_\gamma(r) := -\frac{1}{\gamma} \log \left[ E_{xu} \left[ \left( \frac{e^{(\gamma+1)r(X,U)}}{1 + e^{(\gamma+1)r(X,U)}} \right)^{\frac{1}{\gamma+1}} \right] \right] + E_{x\times u} \left[ \left( \frac{1}{1 + e^{(\gamma+1)r(X,U)}} \right)^{\frac{1}{\gamma+1}} \right],
$$

where $E_{xu}$ and $E_{x\times u}$ denote the expectations over $\tilde{p}(x, u)$ and $\tilde{p}(x)\tilde{p}(u)$ in contamination models, respectively.

The remarkable property of the $\gamma$-cross entropy is strong robustness (Fujisawa and Eguchi, 2008): The latent bias caused from outliers can be small even in the case of heavy contamination (i.e., nonsmall $\epsilon$). To prove the strong robustness in the context of density ratio estimation, we recall that $r(x, u)$ is defined by

$$
r(x, u) = \psi(h_x(x), h_u(u)) + a(h_x(x)) + b(h_u(u)).
$$

The following proposition proved in Appendix H focuses on the contamination model 1 and establishes certain conditions for strong robustness:

**Proposition 8.** Let us define a constant $\nu_1$ as

$$
\nu_1 := \int \int p(x)\delta(u|x) \left( \frac{e^{(\gamma+1)r(x,u)}}{1 + e^{(\gamma+1)r(x,u)}} \right)^{\frac{\gamma}{\gamma+1}} \, dx \, du + \int \int p(x)\delta(u) \left( \frac{1}{1 + e^{(\gamma+1)r(x,u)}} \right)^{\frac{\gamma}{\gamma+1}} \, dx \, du.
$$

We suppose the contamination model 1 and make the following assumptions:

(D1) Assume that

$$
\int \int p(x)\delta(u|x) \left( \frac{e^{(\gamma+1)}\{\psi(h_x(x), h_u(u)) + a(h_x(x))\}}{e^{(\gamma+1)b(h_u(u))} + e^{(\gamma+1)\{\psi(h_x(x), h_u(u)) + a(h_x(x))\}}} \right)^{\frac{2\gamma}{\gamma+1}} \, dx \, du < \infty
$$

and

$$
\int \int p(x)\delta(u) \left( \frac{e^{-(\gamma+1)b(h_u(u))}}{e^{-(\gamma+1)b(h_u(u))} + e^{(\gamma+1)\{\psi(h_x(x), h_u(u)) + a(h_x(x))\}}} \right)^{\frac{2\gamma}{\gamma+1}} \, dx \, du < \infty.
$$

(D2) The following integrals are sufficiently small:

$$
\int \int p(x)\delta(u|x) e^{\gamma\{\psi(h_x(x), h_u(u)) + a(h_x(x))\}} \, dx \, du \text{ and } \int \delta(u) e^{-b(h_u(u))} \, du.
$$
Then, it holds that $\nu_1$ is sufficient small and

$$J_\gamma(r) = J_\gamma(r) - \frac{1}{\gamma} \log(1 - \epsilon) + O\left(\frac{\epsilon}{1 - \epsilon \nu_1}\right).$$

(38)

The proof can be found in Appendix H. Eq.(38) in Proposition 8 indicates that for the contamination model 1, minimization of $J_\gamma(r)$ is approximately equal to minimization of $J_\gamma(r)$ over noncontaminated densities under Assumptions (D1-2) even when the contamination ratio $\epsilon$ is not necessarily small (e.g., $\epsilon = 0.2$ as in the numerical experiments of Fujisawa and Eguchi (2008, Section 8)). This means that we could perform density ratio estimation in many practical situations almost as if outliers did not exist.

Assumption (D1) implies that $\delta(u|x)$ and $\delta(u)$ are localized on the domain of $u$ and have a fast decay on their tails as often seen in densities for outliers: For example, when both $\delta(u)$ and $\delta(u|x)$ have finite supports,$^4$ Assumption (D1) is fulfilled. Assumption (D2) means that outliers drawn from $\delta(u|x)$ and $\delta(u)$ exist on the respective tails of $e^{\psi(h_\delta(x), h_\epsilon(u)) + \phi(h_\delta(x))}$ and $e^{-\phi(h_\epsilon(u))}$, which can be roughly regarded as models of $p(u|x)$ and $p(u)$ respectively because $r(x, u)$ is modelling $\log \frac{p(x, u)}{p(x)|p(u)} = \log p(u|x) - \log p(u)$. Thus, when $r(x, u)$ is near to $\log \frac{p(x, u)}{p(x)|p(u)}$, Assumption (D2) implies that the outliers exist on the tails of $p(x, u)$ and $p(u)$, and indeed reflects typical contamination by outliers. Overall, Assumptions (D1-2) would be practically reasonable.

For the contamination model 2, the strong robustness does not hold, but the $\gamma$-cross entropy still has a favorable property which we call semistrong robustness. The detail of the semistrong robustness is given in Appendix I. In addition, we experimentally demonstrate that the proposed method based on the $\gamma$-cross entropy is robust against outliers under the contamination model 2.

5. Numerical Experiments

This section numerically investigates how the proposed methods work in nonlinear ICA and a downstream task for linear classification, and empirically supports the implication of the theoretical analysis for nonlinear ICA in Section 3.2.

5.1 Nonlinear ICA on artificial data

Here, we demonstrate the numerical performance of the proposed methods in nonlinear ICA and investigate how the dimensionality of complementary data affects the source recovery as implied in Section 3.2. All experiments suppose $d_x = D_x$ according to Proposition 2 and Theorem 3.

5.1.1 Sample efficiency and outlier robustness

We followed the experimental setting of a nonlinear ICA method called permutation contrastive learning (PCL) in Hyvärinen and Morioka (2017), which is intended for temporally dependent data $x(t)$, $t = 1, \ldots, T$ and supposes the complementary data samples are $u(t) = x(t - 1)$ (i.e., past input data). First, as in the autoregressive process, the ten-dimensional temporally dependent $T$ sources were generated from the contaminated density model as

$$\tilde{p}(s(t)|s(t-1)) = (1 - \epsilon)p(s(t)|s(t-1)) + \epsilon\delta(s(t)|s(t-1)),$$

(39)

$^4$ The support of $\delta(u)$ is defined by $\{u|\delta(u) \neq 0\}$.
Then, input data \( x \) was generated according to \( x = f(s) \) in (8) where \( f \) was modelled by a multi-layer feedforward neural network with the leaky ReLU activation function and random weights. The numbers of all hidden and output units were the same as the dimensionality of data (i.e., \( D_x \)). Since complementary data \( u(t) \) is past input data \( x(t - 1) \), the contamination process corresponds to the contamination model 2 in Section 4.3 where both \( x(t) \) and \( u(t) \) are contaminated by outliers. As preprocessing, we performed whitening based on the \( \gamma \)-cross entropy (Chen et al., 2013).

We applied the following methods to data samples:

- Permutation contrastive learning (PCL) (Hyvärinen and Morioka, 2017): A nonlinear ICA method for temporally dependent sources based on logistic regression whose objective function is an empirical version of \( J_{LR} \).
- DV-PCL: A proposed nonlinear ICA method for temporally dependent sources based on the Donsker-Varadhan variational estimation \( \hat{J}_{DV} \) (Section 4.2).
- Robust PCL (RPCL): A proposed nonlinear ICA method for temporally dependent sources based on the \( \gamma \)-cross entropy \( J_\gamma \) (Section 4.1). The value of \( \gamma \) was increased from 0.0 to 5.0 during minibatch stochastic gradient at every 100 epoch where \( \gamma = 0.0 \) means to perform the standard logistic regression.

We used a same model \( r(x, u) \) for all three methods: The representation function \( h_x \) was modelled by a multi-layer feedforward neural network where the number of hidden units was \( 4D_x \), but the final layer was \( D_x \). The number of layers was the same as \( f(s) \) in the data generative model (8). The activation functions in hidden layers were the max-out function (Goodfellow et al., 2013) with two groups, while the final layer has no activation function. Regarding the representation function \( h_u \), the same architecture as \( h_x \) was employed with parameter sharing (i.e., \( h_u = h_x \)). Following Hyvärinen and Morioka (2017), \( r(x, u) \) was modelled by

\[
r(x, u) = \sum_{i=1}^{D_x} |a_{i,1}h_{x,i}(x) + a_{i,2}h_{u,i}(u) + b_i| - (\hat{a}_i h_{x,i}(x) + \hat{b}_i)^2 + c, \tag{42}
\]

where \( a_{i,1}, a_{i,2}, b_i, \hat{a}_i, \hat{b}_i, c \) are parameters to be estimated from data. All parameters were estimated by the Adam optimizer for 1, 600 epochs with mini-batch size 256 and learning rate 0.001. We also applied the \( \ell_2 \) regularization to the weight parameters with the regularization parameter \( 10^{-4} \).

With the test sources \( s^{te}(t) \) without outliers drawn from \( p(s(t)|s(t-1)) \), the performance was measured by the mean absolute correlation as

\[
\frac{1}{T_{te}D_x} \sum_{i=1}^{D_x} \left| \sum_{t=1}^{T_{te}} (\hat{h}_{x,i}(x^{te}(t)) - \mu_i)(s^{te}_{\pi(i)}(t) - \mu^{te}_{\pi(i)}) \right|, \tag{43}
\]
where $\hat{h}_{x,i}$ denotes the learned representation function, $T_{te} = 50,000$ denotes the number of test samples, and $\mu_{h,i}^t$ and $\mu_{st}^t$ are the sample means of $\hat{h}_{x,i}(x^{te}(t))$ and $s^{te}_i(t)$, respectively. Since estimation of nonlinear ICA is indeterminant with respect to permutation (i.e., ordering) of the source components $s_i$, the permutation indices $\pi(i) \in \{1, 2, \ldots, D_x\}$ were determined so that the absolute mean correlation was maximized.

Fig.1(a-c) investigate the sample efficiency of each method when $\epsilon = 0$ (i.e., no outliers) and the numbers of layers are one, two and three, respectively. When the number of samples is large, all methods well-recover the source components and work similarly. However, when the number of samples gets smaller, DV-PCL tends to perform better than PCL and RPCL. This presumably because the objective function $J_{DV}$ in DV-PCL is based on the KL-divergence, and the density ratio estimator based on the KL-divergence would be accurate as implied in Kanamori et al. (2010). The same tendency can be seen when the numbers of layers are four (Fig.1(d)) and five (Fig.1(e)).

Fig.2 shows outlier-robustness of each nonlinear ICA method in $T = 100,000$. When the number of layers is one, all methods perform well (Fig.2(a)). This would be because we perform an outlier-robust whitening based on the $\gamma$-cross entropy (Chen et al., 2013) in preprocessing. However, when the number of layer is larger than one, the performance of DV-PCL and PCL quickly decreases as the contamination ratio $\epsilon$ is increased (Fig.2(b-c)). On the other hand, RPCL keeps high correlation values on a wide range of $\epsilon$, and thus is very robust against outliers. These results are consistent with the theoretical results in Section 4.3 that estimators based on $J_{DV}$ (DV-PCL) and $J_{LR}$ (PCL) can be seriously hampered by outliers, while the $\gamma$-cross entropy (RPCL) is promising in the presence of outliers.

Overall, the proposed methods, DV-PCL and RPCL, have respective advantages over PCL. DV-PCL seems to be more useful in the limited number of samples, while RPCL is very robust against outliers particularly when the contamination ratio $\epsilon$ is large.

5.1.2 IMPORTANCE OF THE DIMENSIONALITY OF COMPLEMENTARY DATA

Next, we investigate how the dimensionality of complementary data $u$ affects the source recovery in nonlinear ICA as implied in Proposition 2 and Theorem 3.

We followed the recovery conditions in Theorem 3. In order for the conditional density $p(s|u)$ to be differentiable, the conditionally independent sources were first generated from

$$p(s|u) \propto \prod_{i=1}^{D_x} \exp \left(-\log\cosh(s_i - w_i^s u)\right), \quad (43)$$

where $w_i^s$, $i = 1, \ldots, D_x$ are $D_u$-dimensional vectors randomly determined from the independent uniform density on $[-1,1]^{D_u}$. The function $\log\cosh(\cdot)$ is a smooth approximation of the absolute function $|\cdot|$, and thus $p(s|u)$ can be regarded as a smoothed version of the Laplace density (40) in Section 5.1.1. This smooth approximation has been previously used in linear ICA as well (Hyvärinen 1999). In this experiment, complementary data samples $u(t)$ were simply drawn from the independent uniform density on $[0,1]^{D_u}$. The total number of samples is $T = 100,000$. Input data $x$ was generated according to (8) where the mixing function $f$ is modelled by a feedforward neural network with random connections.

Here, we used the nonlinear ICA methods based on the $\gamma$-cross entropy $\hat{J}_\gamma$ (Section 4.1) and Donsker-Varadhan variational estimation $\hat{J}_{DV}$ (Section 4.2). As in Section 5.1.1 the representation function $h_x$ was modelled by a feedforward neural network where the number of hidden units
The averages of the mean absolute correlation were computed over 10 runs. $L$ denotes the number of layers both in the nonlinear mixing function $f$ in (8) and representation function $h_x$. was $4D_x$, but the final layer was $D_x$. The number of layers was the same as $f$ in the data generative model. $h_u(u)$ was modelled by a one-layer neural network without the activation function as $h_u(u) = W_u u + b_u$ where $W_u \in \mathbb{R}^{D_x \times D_u}$ and $b_u \in \mathbb{R}^{D_x}$. Since $p(s | u)$ in (43) is a smoother density, $r(x, u)$ was also modelled by a smoother function than (42) in Section 5.1.1 as follows:

$$r(x, u) = \sum_{i=1}^{D_x} \log(\cosh(a_{i,1} h_{x,i}(x) + a_{i,2} h_{u,i}(u) + b_i)) - (\bar{a}_i h_{x,i}(x) + \bar{b}_i)^2 + c.$$ 

All parameters were optimized by Adam for 1,500 epochs with mini-batch size 256 and learning rate 0.001. The $\ell_2$ regularization was also applied as done in Section 5.1.1. For the $\gamma$-cross entropy, the value of $\gamma$ was increased from 0.1 to 3.0 during minibatch stochastic gradient at every 100 epoch. The performance was evaluated by the mean absolute correlation as in Section 5.1.1.

The two plots in the first row of Fig. 3 are results for Donsker-Varadhan variational estimation, and clearly show that the performance for source recovery depends on the dimensionality of complementary data. When $D_u < D_x$, the mean correlation is small in all layers. However, when $D_u$ is larger than or equal to $D_x$, the mean correlation gets significantly larger. This is consistent with implication of Theorem 3: In order to recover the source components, the dimensionality of complementary data is larger than or equal to input data (i.e., $D_x \leq D_u$ in Assumption (B’3)), which has not been revealed in previous work of nonlinear ICA. These empirical results clearly support our theoretical implications, and suggest to use fairly high-dimensional complementary data in
Figure 2: Outlier robustness of nonlinear ICA methods. The averages of the mean absolute correlation were computed over 10 runs. $L$ denotes the number of layers both in the nonlinear mixing function $f$ in (8) and representation function $h_x$.

practice. Similar results were observed for the $\gamma$-cross entropy as well (the second row of Fig.3). Furthermore, especially for Donsker-Varadhan variational estimation, another interesting point is that higher-dimensional complementary data often decreases the variance of the mean absolute correlation, and this implies that higher-dimensional complementary data takes a role of stabilizing estimation as well.

5.2 Evaluation on downstream linear classification

We finally demonstrate how the proposed method based on the $\gamma$-cross entropy works on benchmark datasets as done in the context of maximization of mutual information (Tschannen et al., 2019), and implicitly investigate Theorem 4 as well because the representation function $h_x(x)$ outputs a lower-dimensional feature than input data. In order to evaluate methods for unsupervised representation learning, a number of protocols have been previously proposed: Multi-scale structural similarity (Wang et al., 2003), mutual information estimation and see more protocols in Hjelm et al. (2019). Here, we employ a linear classification protocol (van den Oord et al., 2018; Tian et al., 2019; Tschannen et al., 2019), which consists of two steps: First, a representation function $h_x$ is learned with unlabelled data. Second, the learned representation function is fixed (i.e., not learned anymore), and the feature computed through the representation function is tested on a downstream linear classification task using labelled data. The classification accuracy is the measure for goodness of the representation function.
Figure 3: The averages of the mean absolute correlation against the dimensionality of complementary data over 10 runs. The left and right plots in the first (second) row are \( D_x = 5 \) and \( D_x = 10 \) for Donsker-Varadhan variational estimation (\( \gamma \)-cross entropy), respectively. \( L \) denotes the number of layers both in the nonlinear mixing function \( f \) in (8) and representation function \( h_x \).

More specifically, we followed the experimental protocol in Tschannen et al. (2019)\(^5\), which has been used in the context of deep canonical correlation analysis as well (Andrew et al. 2013). We first divided a single image in half, and then used the upper and lower half images as input \( x(t) \) and complementary data samples \( u(t) \), respectively (Left figures in Fig. 4). Based on these data samples \( \{ x(t), u(t) \}_{t=1}^T \), we applied five methods based on the following objective functions for representation learning:

- \( \gamma \)-cross entropy (\( \gamma \)-CE) \( \tilde{J}_\gamma \): In order for initialization, we first updated the parameters in \( r(x,u) \) with \( \gamma = 0.1 \) for ten epochs, and then used the updated parameters as the initial parameters for the \( \gamma \)-cross entropy with a larger \( \gamma \) value.

- Logistic regression (LR) in (5): LR can be seen as the limit of \( \gamma \rightarrow 0 \) in the \( \gamma \)-cross entropy.

- Variational estimation of f-divergence (f-div) in (6) (Nguyen et al. 2008; Sugiyama et al. 2008).

\(^5\) We slightly modified the python codes available at https://github.com/google-research/google-research/tree/master/mutual_information_representation_learning
Figure 4: An example of input and complementary data. The half upper images are used for input data samples, while the half below images are complementary ones. The right images are randomly shuffled versions of left images used as outliers.

Figure 5: Averaged classification accuracy for MNIST over 10 runs. For the red lines, training is performed without outliers, while the blue lines are training with outliers. Note that the scale of the vertical axis only for $f$-div is different.

- **InfoNCE** (van den Oord et al. 2018):
  \[
  \tilde{J}_{NCE}(r) := E \left[ \frac{1}{K} \sum_{i=1}^{K} \log \frac{1}{K} \sum_{j=1}^{K} e^{r(x_i, u_j)} \right],
  \]
  where the expectation is taken over $\prod_{i=1}^{K} p(x_i, u_i)$. In practice, we estimate (44) by averaging over multiple (mini-)batches of samples (Tschannen et al., 2019).

- **Donsker-Varadhan variational estimation of mutual information (DV) $\tilde{J}_{DV}$** (Ruderman et al., 2012; Belghazi et al., 2018): Unlike nonlinear ICA, this experiment excludes DV from the proposed methods because DV has been already used for maximization of MI (Hjelm et al., 2019).
For all methods, we used the same model $r(x, u)$ as
\[
 r(x, u) = \psi(h_x(x), h_u(u)) + a(h_x(x)) + b(h_u(u)).
\]
The representation functions of $h_x$ and $h_u$ were modelled by the same neural architecture without parameter sharing: The first two hidden layers were convolution layers with the ReLU activation function and the third layer, which is the output layer, was a fully connected layer without the activa-
Table 6: Averages of classification accuracy for the last 5,000 iterations over 10 runs. Since we recorded classification accuracy at every 1,000 iterations, each method includes the 50 points of the accuracy over 10 runs. The numbers in parentheses indicate standard deviations. The best and comparable methods judged by the t-test at the significance level 1% are described in boldface.

<table>
<thead>
<tr>
<th>Method</th>
<th>MNIST</th>
<th>MNIST with outliers</th>
<th>Fashion-MNIST</th>
<th>Fashion-MNIST with outliers</th>
<th>CIFAR-10</th>
<th>CIFAR-10 with outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ-CE (γ = 5)</td>
<td>0.924(0.002)</td>
<td>0.925(0.002)</td>
<td>0.921(0.002)</td>
<td>0.915(0.006)</td>
<td>0.914(0.003)</td>
<td>0.928(0.003)</td>
</tr>
<tr>
<td>LR</td>
<td>0.917(0.002)</td>
<td>0.917(0.002)</td>
<td>0.893(0.006)</td>
<td>0.911(0.002)</td>
<td>0.918(0.002)</td>
<td></td>
</tr>
<tr>
<td>f-div.</td>
<td>0.796(0.003)</td>
<td>0.794(0.006)</td>
<td>0.794(0.006)</td>
<td>0.795(0.003)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>InfoNCE</td>
<td>0.794(0.003)</td>
<td>0.783(0.008)</td>
<td>0.791(0.003)</td>
<td>0.799(0.003)</td>
<td>0.799(0.003)</td>
<td></td>
</tr>
<tr>
<td>DV</td>
<td>0.794(0.004)</td>
<td>0.441(0.004)</td>
<td>0.442(0.004)</td>
<td>0.449(0.004)</td>
<td>0.446(0.003)</td>
<td></td>
</tr>
</tbody>
</table>

As datasets, we used the following three classification datasets with ten classes:

- **MNIST** \((D_x = 392, D_u = 392 and T = 60,000)\)
- **Fashion-MNIST** \((D_x = 392, D_u = 392 and T = 60,000)\)
- **CIFAR-10** \((D_x = 1,536, D_u = 1,536 and T = 50,000)\)

For MNIST and Fashion-MNIST, we used the learning rate \(10^{-4}\) and updated the parameters for 300 epochs, while the learning rate for CIFAR10 is \(10^{-5}\) and the number of epochs is 1200. In order to demonstrate the robustness to outliers, the training data was contaminated by randomly shuffled images with respect to pixels (Right figures in Fig. 4). The contamination ratio of outliers was fixed at 0.3.

---

6. All datasets were downloaded through the tensorflow library.
Classification accuracy of MNIST on test data samples over iterations is plotted in Fig. 5. In the case of no outliers (i.e., red lines), DV performs the best, while the classification accuracy of the $\gamma$-CE and LR is fairly good. For InfoNCE, the classification accuracy around the 70,000-th iteration is less than DV, LR and $\gamma$-CE, while $f$-div shows high variance of the classification accuracy over iterations. When data is contaminated by outliers (i.e., blue lines), $f$-div, LR and DV show clear performance degeneration. On the other hand, the performance of $\gamma$-CE is not so influenced by the contamination of outliers. Interestingly, estimation based on InfoNCE is also not strongly hampered by outliers, but the classification accuracy is worse than $\gamma$-CE around the 70000-th iteration. The same tendency of the robustness of the $\gamma$-cross entropy was observed both for Fashion-MNIST and CIFAR-10 (Figs. 6 and 7). Table 6 quantitatively indicates that the $\gamma$-cross entropy yields the best classification accuracy when data is contaminated by outliers, and shows a fairly good permanence even without outliers. Thus, the proposed method based on the $\gamma$-cross entropy can be robust against outliers as implied in our theoretical analysis and fairly works well even when data is not contaminated by outliers.

Finally, let us note that these results are not trivial because the connection between mutual information and quality of data representation has been experimentally demonstrated to be rather loose (Tian et al., 2019). Thus, it was unclear that robust estimation always leads to robust representations of data. Nonetheless, the proposed method based on the $\gamma$-cross entropy performed the best in the presence of outliers. This means that the proposed robust method for unsupervised representation learning is promising.

6. Conclusion

This paper theoretically showed that density ratio estimation plays a key role in three frameworks for unsupervised representation learning: Maximization of mutual information and nonlinear independent component analysis as well as nonlinear subspace estimation, which is a novel framework proposed in this paper. Furthermore, we made theoretical contributions in each of the three frameworks: We showed that density ratio estimation is necessary and sufficient in maximization of mutual information, while our analysis revealed a novel insight for source recovery in nonlinear ICA that the dimensionality of complementary data is an important factor for source recovery, which was clearly supported by numerical experiments. In addition, the proposed generative model in nonlinear subspace estimation is more general than nonlinear ICA in the sense that the latent source components are no longer assumed to be conditionally independent, and theoretical conditions to estimate a nonlinear subspace of the latent source components were given. Motivated by the theoretical results, we developed a nonlinear ICA method by applying an variation lower-bound of mutual information, and proposed an outlier-robust method for unsupervised representation learning through density ratio estimation. We also theoretically investigated their outlier-robustness. The usefulness of the proposed methods were demonstrated through numerical experiments of nonlinear ICA and linear classification in a downstream task.
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Appendix A. Proof of Theorem 1

Proof We first recall that $y_x := h_x(x)$ and $y_u := h_u(u)$, and denote $h_x^\perp(x)$ and $h_u^\perp(u)$ by $y_x^\perp$ and $y_u^\perp$, respectively. Based on Assumption (A2), $(y_x, y_x^\perp) := (h_x(x), h_x^\perp(x))$ and $(y_u, y_u^\perp) := (h_u(u), h_u^\perp(u))$ are both invertible in the sense that there exist functions $g_x$ and $g_u$ such that $x = g_x(y_x, y_x^\perp)$ and $u = g_u(y_u, y_u^\perp)$. Based on the invertible functions, we first establish the following lemma, which decomposes $I(\mathcal{X}, \mathcal{U})$ into three terms:

\begin{lemma}
Assumptions (A1-2) hold. Then, $I(\mathcal{X}, \mathcal{U})$ can be decomposed as follows:
\begin{align}
I(\mathcal{X}, \mathcal{U}) = I(\mathcal{Y}_x, \mathcal{Y}_u) + E_{Y_u}[I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp|\mathcal{Y}_u)] + E_{Y_x}[I(\mathcal{Y}_x^\perp|\mathcal{Y}_x, \mathcal{U}|\mathcal{Y}_x)],
\end{align}
\end{lemma}

where $E_{Y_u}$ and $E_{Y_x}$ denote the expectations over $p(y_u)$ and $p(y_x)$ respectively.

\begin{align}
I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp|\mathcal{Y}_u) &= \int \int p(y_x, y_u^\perp|y_u) \log \frac{p(y_x, y_u^\perp|y_u)}{p(y_x|y_u)p(y_u^\perp|y_u)} dy_x dy_u^\perp \\
I(\mathcal{Y}_x^\perp|\mathcal{Y}_x, \mathcal{U}|\mathcal{Y}_x) &= \int \int p(y_u^\perp, u|y_x) \log \frac{p(y_u^\perp, u|y_x)}{p(y_u^\perp|y_x)p(u|y_x)} dy_u^\perp du.
\end{align}

The proof is given in Appendix A.1. The first term on the right-hand side of (45) is mutual information between the representation functions of $x$ and $u$, while $I(\mathcal{Y}_x^\perp|\mathcal{Y}_x, \mathcal{U}|\mathcal{Y}_x)$ and $I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp|\mathcal{Y}_u)$ measure the conditional independence and are equal to 0 when $u \perp y_u^\perp|y_x$ and $y_x \perp y_u^\perp|y_u$. It follows from (45) that $I(\mathcal{X}, \mathcal{U}) = I(\mathcal{Y}_x, \mathcal{Y}_u)$ if and only if $I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp|\mathcal{Y}_u) = 0$ and $I(\mathcal{Y}_x^\perp|\mathcal{Y}_x, \mathcal{U}|\mathcal{Y}_x) = 0$.

Next, we fix $h_x$ and $h_u$ at $h_x^\ast$ and $h_u^\ast$ respectively, and substitute them as $y_x = h_x^\ast(x)$ and $y_u = h_u^\ast(u)$. Then, it is shown that (10) implies both $I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp|\mathcal{Y}_u) = 0$ and $I(\mathcal{Y}_x^\perp|\mathcal{Y}_x, \mathcal{U}|\mathcal{Y}_x) = 0$. We first multiply $p(u)$ to both sides and rewrite (10) as

\begin{align}
p(u|x) = p(u|y_x),
\end{align}

where with the partition function $Z(y_x) := \int \exp(\psi^\ast(y_x, h_u^\ast(u)) + a^\ast(y_x) + b^\ast(h_u^\ast(u))) p(u) du$,

\begin{align}
p(u|y_x) := \frac{\exp(\psi^\ast(y_x, h_u^\ast(u)) + a^\ast(y_x) + b^\ast(h_u^\ast(u))) p(u)}{Z(y_x)}.
\end{align}

By the invertible assumption for $(y_x, y_x^\perp)$, (46) can be equivalently expressed as the following conditional independence:

\begin{align}
u \perp y_x^\perp|y_x,
\end{align}

implying that

\begin{align}
I(\mathcal{Y}_x^\perp|\mathcal{Y}_x, \mathcal{U}|\mathcal{Y}_x) = 0.
\end{align}
Similarly, we can derive the following equation from (10):

$$p(x|u) = p(x|y_u),$$  \hspace{1cm} (48)

where with the partition function $Z(y_u) := \int \exp (\psi^*(h_u^*(x), y_u) + a^*(h_u^*(x)) + b^*(y_u)) p(x) dx$, we have

$$p(x|y_u) := \frac{\exp (\psi^*(h_u^*(x), y_u) + a^*(h_u^*(x)) + b^*(y_u)) p(x)}{Z(y_u)}.$$

Again, (48) implies the conditional independence as

$$x \perp y_u^\perp | y_u.$$  \hspace{1cm} (49)

Data processing inequality and conditional independence (49) lead to

$$I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp |\mathcal{Y}_u) \leq I(\mathcal{X}|\mathcal{Y}_u, \mathcal{Y}_u^\perp |\mathcal{Y}_u) = 0.$$  \hspace{1cm} (49)

Both $I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp |\mathcal{Y}_u) = 0$ and $I(\mathcal{Y}_u^\perp |\mathcal{Y}_x, \mathcal{U}|\mathcal{Y}_x) = 0$ enable us to ensure $I(\mathcal{X}, \mathcal{U}) = I(\mathcal{Y}_x, \mathcal{U})$.

Conversely, we suppose that $I(\mathcal{X}, \mathcal{U}) = I(\mathcal{Y}_x, \mathcal{Y}_u)$ at $h_x = h_u^*$ and $h_u = h_u^*$. Then, it follows from (45) that $I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp |\mathcal{Y}_u) = 0$ and $I(\mathcal{Y}_x^\perp |\mathcal{Y}_x, \mathcal{Y}_x^\perp |\mathcal{Y}_x) = 0$. $I(\mathcal{Y}_x|\mathcal{Y}_x^\perp, \mathcal{U}|\mathcal{Y}_x^\perp) = 0$ means the conditional independence (47), which can be equivalently expressed as (46). On the other hand, under the invertibility of $(y_u, y_u^\perp)$, $I(\mathcal{Y}_x|\mathcal{Y}_u, \mathcal{Y}_u^\perp |\mathcal{Y}_u) = 0$ implies

$$y_x \perp y_u^\perp | y_u \hspace{1cm} \text{or equivalently} \hspace{1cm} p(y_x|u) = p(y_x|y_u).$$  \hspace{1cm} (50)

A simple calculation yields

$$p(x, u) = p(u|x)p(x) = p(u|y_x)p(x) = \frac{p(y_x|u)p(u)}{p(y_x)} p(x) = \frac{p(y_x|y_u)}{p(y_x)} p(x)p(u),$$  \hspace{1cm} (51)

where we applied Bayes’ theorem on $(*)$. By dividing both sides of (51) by $p(x)p(u)$, we have

$$\log \frac{p(x, u)}{p(x)p(u)} = \log p(y_x, y_u) - \log p(y_x) - \log p(y_u).$$

The existence of the functions is obvious by denoting $\log p(y_x, y_u)$, $-\log p(y_x)$ and $-\log p(y_u)$ by $\psi^*(y_x, y_u)$, $a^*(y_x)$ and $b^*(y_u)$ respectively. The proof is completed.

A.1 Proof of Lemma 9

Proof We first decompose $I(\mathcal{X}, \mathcal{U})$ based on the invertibility assumption of $(y_x, y_x^\perp)$ as follows:

$$I(\mathcal{X}, \mathcal{U}) = \int \int \int p(y_x, y_x^\perp, u) \log \frac{p(y_x, y_x^\perp, u)}{p(y_x, y_x^\perp)p(u)} dy_x dy_x^\perp du \hspace{1cm} (\star)$$

$$= \int \int p(y_x, u) \log \frac{p(y_x, u)}{p(y_x)p(u)} dy_x du$$

$$+ \int p(y_x) \left[ \int \int p(y_x^\perp, u|y_x) \log \frac{p(y_x^\perp, u|y_x)}{p(y_x^\perp|y_x)p(u|y_x)} du dy_x^\perp \right] dy_x$$

$$= I(\mathcal{Y}_x, \mathcal{U}) + E_{Y_x}[I(\mathcal{Y}_x^\perp |\mathcal{Y}_x, \mathcal{U}|\mathcal{Y}_x)],$$  \hspace{1cm} (52)
where we used the following relation:

\[
\frac{p(y_s, y_s^\perp, u)}{p(y_s^\perp, y_u^\perp)p(y_u)} = \frac{p(y_s^\perp, u|y_s)p(y_s)}{p(y_s^\perp|y_u)p(y_u)} \cdot \frac{p(y_s, u)}{p(y_s|u)p(u)} \cdot \frac{p(y_s^\perp, u|y_s)}{p(y_s^\perp|y_u)p(y_u)}.
\]

Applying the same decomposition as (52) to \(I(Y_x, U)\) under the change of variables by the invertible \((y_u, y_u^\perp)\) yields

\[
I(Y_x, U) = \int \int p(y_s, y_u, y_u^\perp) \log \frac{p(y_s, y_u, y_u^\perp)}{p(y_s)p(y_u)p(y_u^\perp)} dy_s dy_u dy_u^\perp
\]

\[
= \int \int p(y_s, y_u) \log \frac{p(y_s, y_u)}{p(y_s)p(y_u)} dy_s dy_u + \int p(y_u) \left[ \int \int p(y_s, y_u^\perp|y_u) \log \frac{p(y_s, y_u^\perp|y_u)}{p(y_u^\perp|y_u)p(y_s|y_u)} dy_s dy_u^\perp \right] dy_u
\]

\[
= I(Y_x, Y_u) + E_{Y_u}[I(Y_x|Y_u, Y_u^\perp|Y_u)],
\]

where we used

\[
\frac{p(y_s, y_u, y_u^\perp)}{p(y_s)p(y_u)p(y_u^\perp)} = \frac{p(y_s, y_u^\perp|y_u)p(y_u)}{p(y_s)p(y_u)p(y_u^\perp)} \cdot \frac{p(y_s, y_u)}{p(y_s|y_u)p(y_u)} \cdot \frac{p(y_s^\perp, u|y_s)}{p(y_s^\perp|y_u)p(y_u)}
\]

Substituting (53) into (52) completes the proof.

**Appendix B. Proof of Proposition 2**

**Proof** Let us denote the inverse of the mixing function \(f\) in the generative model (8) as \(g := f^{-1}\).

From the conditional independence of \(s\) given \(u\) in Assumption (B1), we obtain the conditional density of \(x\) given \(u\) under the change of variables by \(s = g(x)\) as follows:

\[
\log p(x|u) = \sum_{i=1}^{D_x} \psi_i(g_i(x), u) + \log |\det J_g(x)| - \log Z(u),
\]

where \(g(x) = (g_1(x), g_2(x), \ldots, g_{D_x}(x))^T\) and \(J_g(x)\) is the Jacobian of \(g\) at \(x\). Similarly, by applying the same change of variables for the marginal density of \(s\), the marginal density of \(x\) is given by

\[
\log p(x) = \log p(g(x)) + \log |\det J_g(x)|.
\]

On the other hand, the log-density ratio equation (11) yields

\[
\log p(x|u) - \log p(x) = \sum_{i=1}^{D_x} \psi_i^*(h_{x,i}^*(x), h_{u,i}^*(u)) + a^*(h_{x,i}^*(x)) + b^*(h_{u,i}^*(u)).
\]

Substitution of (54) and (55) into the left-hand side of (56) cancels out the Jacobian term and gives the following equation:

\[
\sum_{i=1}^{D_x} q_i(g_i(x), u) - \log Z(u) - \log p(g(x)) = \sum_{i=1}^{D_x} \psi_i^*(h_{x,i}^*(x), h_{u,i}^*(u)) + a^*(h_{x,i}^*(x)) + b^*(h_{u,i}^*(u)).
\]
Then, we compute the gradient of the both sides on (57) with respect to $u$ as
\[
\sum_{i=1}^{D_x} \nabla_u q_i(g_i(x), u) - \nabla_u \log Z(u) = \sum_{i=1}^{D_x} \nabla_u \psi_i^*(h_{x,i}(x), h_u^*(u)) + \nabla_u b^*(h_u^*(u)).
\]

By using the notations of $z := h_x^*(x)$ and $v(z) := g((h_x^*)^{-1}(z))$ where $(h_x^*)^{-1}$ denotes the inverse of $h_x^*$,
\[
\sum_{i=1}^{D_x} \nabla_u q_i(v_i(z), u) - \nabla_u \log Z(u) = \sum_{i=1}^{D_x} \nabla_u \psi_i^*(z_i, h_u^*(u)) + \nabla_u b^*(h_u^*(u)), \quad (58)
\]
where $z_i$ and $v_i$ are the $i$-th elements in $z$ and $v$, respectively.

Next, we show from (58) that each element in $v_l(z) (= s)$ is a function of a distinct and single element in $z(= h_x^*(x))$. To this end, we first take the partial derivative to both sides on (58) with respect to $z_l$ as
\[
\sum_{i=1}^{D_x} v_i^{(l)}(z) \nabla_u q_i'(v_i(z), u) = \frac{\partial}{\partial z_l} [\nabla_u \psi_i^*(z_l, h_u^*(u))], \quad (59)
\]
where $q_i'(t, u) := \frac{\partial q_i(t, u)}{\partial t}$ and $v_i^{(l)}(z) := \frac{\partial v_i(z)}{\partial z_l}$. We further take the partial derivative of both sides on (59) with respect to $z_m$ for $m \neq l$ as
\[
\sum_{i=1}^{D_x} \left[ v_i^{(l,m)}(z) \nabla_u q_i'(v_i(z), u) + v_i^{(l)}(z) v_i^{(m)}(z) \nabla_u q_i''(v_i(z), u) \right] = 0, \quad (60)
\]
where $q_i''(t, u) := \frac{\partial^2 q_i(t, u)}{\partial t^2}$ and $v_i^{(l,m)}(z) := \frac{\partial^2 v_i(z)}{\partial z_l \partial z_m}$. In order to express (60) as a matrix form, we define the $D_x(D_x - 1)/2$ by $2D_x$ matrix consisting of a collection of $v_i^{(l)}(z)v_i^{(m)}(z)$ and $v_i^{(l,m)}(z)$ with respect to $i, l, m (l \neq m)$ as
\[
M(v) := \begin{pmatrix}
  v_1^{(1,2)} & \cdots & v_1^{(1,2)} & v_1^{(1)} & v_1^{(2)} & \cdots & v_1^{(1)} & v_1^{(2)} \\
v_1^{(1,3)} & \cdots & v_1^{(1,3)} & v_1^{(1)} & v_1^{(3)} & \cdots & v_1^{(1)} & v_1^{(3)} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
v_1^{(D_x-1,D_x)} & \cdots & v_1^{(D_x-1,D_x)} & v_1^{(D_x-1)} & v_1^{(D_x)} & \cdots & v_1^{(D_x-1)} & v_1^{(D_x)} \\
\end{pmatrix} \in \mathbb{R}^{\frac{D_x(D_x-1)}{2} \times 2D_x}.
\]

We also define a collection of $q_i'(v_i(z), u)$ and $q_i''(v_i(z), u)$ by the following $2D_x$-dimensional vector:
\[
w(v, u) := (q_1'(v_1, u), \ldots, q_{D_x}'(v_{D_x}, u), q_1''(v_1, u), \ldots, q_{D_x}''(v_{D_x}, u))^\top \in \mathbb{R}^{2D_x}.
\]

By fixing $u$ at $u = u_1$, (60) can be expressed by using $M(v)$ and $w(v, u)$ as
\[
M(v)W(v) = O, \quad (61)
\]
where $W(v) := \nabla_u w(v, u) \bigg|_{u = u_1} \in \mathbb{R}^{2D_x \times D_u}$ and $O$ denotes the null matrix. Since Assumptions (B3-4) ensure that the rank of $W(v)$ is $2D_x$, $W(v)W(v)^T$ is a $2D_x \times 2D_x$ invertible matrix. Thus, multiplying $W(v)^T$ to (61) and taking the inverse of $W(v)W(v)^T$ on the right yields

$$M(v) = O. \quad (62)$$

Eq. (62) indicates that $v_i^{(l,m)}(z) = 0$ and $v_i^{(l)}(z)v_i^{(m)}(z) = 0$ for all $i, l, m = 1, \ldots, D_x$ with $l \neq m$. This means that each element in $v(z)$ is a function of a distinct and single element in $z$ because $v(z)$ is an invertible function. Thus, the proof is completed.

**Appendix C. Rank condition in the exponential family**

We first express the exponential family (12) as

$$\log p(s|u) = \sum_{k=1}^{K} \lambda_k(u)^T q_k(s) - \log Z(u),$$

where $\lambda_k(u) := (\lambda_{1k}(u), \ldots, \lambda_{D_xk}(u))^T$ and $q_k(s) := (q_{1k}(s_1), \ldots, q_{D_xk}(s_{D_x}))$. Then, a simple computation yields

$$\nabla_u w(v, u) = \sum_{k=1}^{K} \Lambda_k \odot Q_k, \quad (63)$$

where $\odot$ denotes the Hadamard product (i.e., elementwise multiplication of two matrices)

$$\Lambda_k := \begin{pmatrix} \nabla_u \lambda_k(u) \\ \nabla_u \lambda_k(u) \end{pmatrix},$$

and with $q'_{ik}(t) := \frac{d}{dt}q_{ik}(t)$ and $q''_{ik}(t) := \frac{d^2}{dt^2}q_{ik}(t)$ for $i = 1, \ldots, D_x$,

$$Q_k = \begin{pmatrix} q'_{1k}(v_1) & q'_{1k}(v_1) & \cdots & q'_{1k}(v_1) \\ \vdots & \vdots & \ddots & \vdots \\ q'_{D_xk}(v_{D_x}) & q'_{D_xk}(v_{D_x}) & \cdots & q'_{D_xk}(v_{D_x}) \\ q''_{1k}(v_1) & q''_{1k}(v_1) & \cdots & q''_{1k}(v_1) \\ \vdots & \vdots & \ddots & \vdots \\ q''_{D_xk}(v_{D_x}) & q''_{D_xk}(v_{D_x}) & \cdots & q''_{D_xk}(v_{D_x}) \end{pmatrix}.$$
where \( a_{ik}, c_k, b_{ik}, d_k \in \mathbb{R}^{D_x} \). Substituting (64) into (63) yields

\[
\nabla_u w(v, u) = \sum_{k=1}^{K} \sum_{i=1}^{D_x} (a_{ik} \odot c_k)(b_{ik} \odot d_k)^\top.
\]

indicating that the rank of \( \nabla_u w(v, u) \) is at most \( 2D_x \) when \( K > 1 \). On the other hand, when \( K = 1 \), (65) is given by

\[
\nabla_u w(v, u) = \sum_{i=1}^{D_x} (a_{i1} \odot c_1)(b_{i1} \odot d_1)^\top,
\]

and thus the rank is at most \( D_x \).

**Appendix D. Proof of Theorem 3**

Our proof is based on the following lemmas:

**Lemma 10.** Suppose that \( D(v) \) is an \( n \) by \( n \) diagonal matrix whose diagonals \( d_i(v) \) is a function of \( v \in \mathbb{R}^n \), and \( A \) and \( B \) are \( n \) by \( n \) constant matrices. Furthermore, the following assumptions are made:

1. There exist \( n \) points \( v_1, v_2, \ldots, v_n \) such that \( d(v_1), d(v_2), \ldots, d(v_n) \) are linearly independent where \( d(v) := (d_1(v), d_2(v), \ldots, d_n(v))^\top \) is the vector of the diagonal elements in \( D(v) \).
2. \( A \) and \( B \) are of full-rank.

Then, when \( A D(v) B \) is a diagonal matrix at least at \( n \) points \( v_1, v_2, \ldots, v_n \), then both \( A \) and \( B \) are diagonal matrices multiplied by a permutation matrix.

**Lemma 11** (Theorem 4.4.8 in Harville (2006)). Suppose that \( A \) is an \( m \) by \( n \) matrix of rank \( r \). For any \( m \) by \( r \) matrix \( B \) and \( r \) by \( n \) matrix \( T \) such that \( A = BT \), both \( B \) and \( T \) have rank \( r \).

Lemma 10 is proved in Appendix D.2 while the reader may refer to the proof of Theorem 4.4.8 in Harville (2006) for Lemma 11.

**D.1 Main proof**

**Proof** We start by using the same notations and following the same line of the proof until (57) in Section B Then, we obtain the following equation under Assumptions (B’1-2,6):

\[
\sum_{i=1}^{D_x} q_i(g_i(x), \lambda_i(u)) - \log Z(u) - \log p(g(x))
\]

\[
= \sum_{i=1}^{D_x} \psi^*_i(h^*_x(x), h^*_u(u)) + a^*(h^*_x(x)) + b^*(h^*_u(u)),
\]

(66)
where \( g \) denotes the inverse of the mixing function \( f \) and \( g(x) = (g_1(x), g_2(x), \ldots, g_{D_x}(x))^\top \).

Let us denote \( z := h^*_x(x), v(x) := g((h^*_x)^{-1}(z)), r_{u,i} := h^*_{u,i}(u) \) and \( r_{q,i} := \lambda_i(u) \). Then, taking a cross-derivative with respect to \( v_i \) and \( r_{q,m} \) to both side on (66) yields

\[
\sum_{i=1}^{D_x} \frac{\partial^2 q_i(v_i, r_{q,i})}{\partial v_i \partial r_{q, m}} = \sum_{i=1}^{D_x} \frac{\partial z_i}{\partial v_i} \frac{\partial^2 \psi^*_i(z_i, r_{u,i})}{\partial z_i \partial r_{u,i}} \sum_{j=1}^{D_x} \frac{\partial r_{u,j}}{\partial v_j} \frac{\partial^2 u_j}{\partial r_{q, m}}.
\]

To express (67) as a matrix form, we define the following \( D_x \) by \( D_x \) diagonal matrices:

\[
D_q(v, r_u) := \begin{pmatrix}
\frac{\partial^2 q_1(v_1, r_{q,1})}{\partial v_1 \partial r_{q,1}} & 0 & \cdots & 0 \\
0 & \frac{\partial^2 q_2(v_2, r_{q,2})}{\partial v_2 \partial r_{q,2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{\partial^2 q_{D_x}(v_{D_x}, r_{q,D_x})}{\partial v_{D_x} \partial r_{q,D_x}}
\end{pmatrix} \in \mathbb{R}^{D_x \times D_x}
\]

\[
D_\psi(v, r_u) := \begin{pmatrix}
\frac{\partial^2 \psi^*_1(v_1, r_{u,1})}{\partial v_1 \partial r_{u,1}} & 0 & \cdots & 0 \\
0 & \frac{\partial^2 \psi^*_2(v_2, r_{u,2})}{\partial v_2 \partial r_{u,2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{\partial^2 \psi^*_{D_x}(v_{D_x}, r_{u,D_x})}{\partial v_{D_x} \partial r_{u,D_x}}
\end{pmatrix} \in \mathbb{R}^{D_x \times D_x},
\]

where \( r_q = (r_{q,1}, r_{q,2}, \ldots, r_{q,D_x})^\top \) and \( r_u = (r_{u,1}, r_{u,2}, \ldots, r_{u,D_x})^\top \). Then, (67) can be expressed as

\[
D_q(v, r_q) = J_z(v)D_\psi(v, r_u)J_{r_u}(u)J_u(r_q),
\]

where \( J_z(v) := \nabla_z z \in \mathbb{R}^{D_x \times D_x}, J_{r_u}(u) := \nabla_u r_u \in \mathbb{R}^{D_x \times D_u} \) and \( J_u(r_q) := \nabla r_u u \in \mathbb{R}^{D_u \times D_x} \)

are the Jacobian matrices of \( z, r_u \) and \( u \), respectively. We fix \( u \) at \( u = u_1 \) and express (68) as

\[
D_q^1(v) = J_z(v)D_\psi^1(v)J^1,
\]

where \( D_q^1(v) := D_q(v, r_q) \) at \( r_q = \lambda(u_1), D_\psi^1(v) := D_\psi(v, r_u) \) at \( r_u = h^*_u(u_1), \) and \( J^1 := J_{r_u}(u_1)J_u(r_q) \) at \( r_q = \lambda(u_1) \). We can have a similar matrix expression as (69) at \( u = u_2 \) as

\[
D_q^2(v) = J_z(v)D_\psi^2(v)J^2.
\]

Here, we note that both \( J^1 \in \mathbb{R}^{D_x \times D_x} \) and \( J^2 \in \mathbb{R}^{D_x \times D_x} \) have at most rank \( D_x \) by Assumption (B’3).

Next, we confirm that \( J^1, J^2, D_q^1(v) \) and \( D_\psi^2(v) \) for all \( v \) have rank \( D_x \), and thus are invertible.

To this end, we denote the \( i \)-th diagonals in \( D_q^1(v) \) and \( D_q^2(v) \) by

\[
\alpha_i^1(v_i) := \left. \frac{\partial^2 q_i(v_i, r)}{\partial v_i \partial r} \right|_{r=\lambda(u_1)} \quad \text{and} \quad \alpha_i^2(v_i) := \left. \frac{\partial^2 q_i(v_i, r)}{\partial v_i \partial r} \right|_{r=\lambda(u_2)},
\]

respectively. From Assumptions (B’4), \( D_q^1(v) \) has nonzero diagonals \( \alpha_i^1(v_i) \) and rank \( D_x \) for all \( v \). Then, applying Lemma 11 to (69) ensures that \( D_\psi^1(v)J^1 \) have rank \( D_x \). By applying Lemma 11
to $D_\psi^1(v)J^1$ again, it can be shown that both $D_\psi^1(v)$ and $J^1$ also have rank $D_x$. Similarly, we can prove that both $D_\psi^2(v)$ and $J^2$ have rank $D_x$ under Assumption (B’4).

Finally, we show that $J_z(v)$ is the product of a permutation and diagonal matrices. Since $D_\psi^1(v)$ and $J^1$ are invertible, from (69), we have

$$J_z(v) = D_\psi^1(v)[J^1]^{-1}[D_\psi^1(v)]^{-1}. \quad (71)$$

Substituting (71) into (70), and multiplying $J^1$ and the inverses of $D_\psi^1(v)$ and $J^2$ to both sides yields

$$J^1 [[D_\psi^1(v)]^{-1}D_\psi^2(v)] [J^2]^{-1} = [D_\psi^1(v)]^{-1}D_\psi^2(v). \quad (72)$$

Then, we compactly express all of diagonals in $[D_\psi^1(v)]^{-1}D_\psi^2(v)$ as the following vector:

$$\alpha(v) := \left( \alpha^2_1(v_1), \alpha^2_2(v_2), \ldots, \alpha^2_{D_x}(v_{D_x}) \right) \top.$$

By Assumption (B’5), $\alpha(v_1), \alpha(v_2), \ldots, \alpha(v_{D_x})$ are linearly independent. Since $J^1$ and $J^2$ are proved to have rank $D_x$ and thus constant full-rank matrices, applying Lemma 10 ensures that $J^1$ and $J^2$ are diagonal matrices multiplied by a permutation matrix. Thus, it follows from (71) that $J_z(v)$ is also a diagonal matrix multiplied by a permutation matrix. Thus, each $v_i(z)(= s_i)$ corresponds to a single and distinct element in $z(= h^*_x(x))$. The proof is completed.

D.2 Proof of Lemma 10

**Proof** Let us first denote the $(l, m)$-th elements of $A$ and $B$ by $a_{lm}$ and $b_{lm}$. The $(l, m)$-th element in $AD(v)B$ is given by

$$\sum_{i=1}^{n} d_i(v) a_{li} b_{im}.$$ 

Since off-diagonal elements in $AD(v)B$ are all zeros at $v = v_j, j = 1, \ldots, n,$

$$\sum_{i=1}^{n} d_i(v_j) a_{li} b_{im} = d(v_j) \top \epsilon^{lm} = 0 \quad (l \neq m), \quad (73)$$

where

$$\epsilon^{lm} := (a_{l1} b_{1m}, a_{l2} b_{2m}, \ldots, a_{ln} b_{nm}) \top.$$ 

Collecting $d(v)$ over the $n$ points $v_1, v_2, \ldots, v_n$ based on (73) yields

$$\tilde{D} \top \epsilon^{lm} = 0, \quad (74)$$

where

$$\tilde{D} := [d(v_1), d(v_2), \ldots, d(v_n)] \in \mathbb{R}^{n \times n}. $$
By Assumption (1), $\tilde{D}$ is of full-rank and invertible. Thus, from (74), we obtain $c^{lm} = 0$ for $l, m = 1, \ldots, n$ with $l \neq m$, indicating that

$$a_{i}b_{im} = 0 \quad (i, l, m = 1, \ldots, n \text{ and } l \neq m).$$

(75)

Next, we show that both the $i$-th column vector in $A$ and the $i$-th row vector in $B$ have a single nonzero element, while the other elements are zeros. We first suppose that the $i$-th column vector in $A$ has at least two nonzeros elements such that $a_{ii} \neq 0$ and $a_{il} \neq 0$ for $l \neq i$. $a_{ii} \neq 0$ implies that $b_{im} = 0$ except for $m = l$, but $a_{il} \neq 0$ ensures $b_{im} = 0$ at $m = l$. Thus, the $i$-th row vector in $B$ must be the zero vector. However, this contradicts to the assumption that $B$ is of full-rank. Therefore, the $i$-th column vector of $A$ must have the single nonzero element. Similarly, we can prove that the $i$-th row vector in $B$ also has a single nonzero element. Thus, by the full-rank assumption of $A$ and $B$, all column and row vectors in $A$ and $B$ must have the single nonzero element at distinct positions. Thus, $A$ and $B$ are equal to diagonal matrices multiplied by a permutation matrix. ■

Appendix E. Proof of Theorem 4

Proof Taking the gradient of both sides on (18) with respect to $u$ yields

$$\nabla_u \log p(x|u) = \nabla_u \psi^*(h^*_x(x), h^*_n(u)) + \nabla_u b^*(h^*_n(u)).$$

(76)

By the change of variables by $x = f(s, n)$ in the generative model (17), we re-express (76) as

$$\nabla_u \log p(s, n|u) = \nabla_u \psi^*(h^*_x(f(s, n)), h^*_n(u)) + \nabla_u b^*(h^*_n(u)),$$

(77)

where we note that the Jacobian term due to the change of variables is deleted by the differential operator $\nabla_u$.

Next, with $v := h^*_x(f(s, n))$, we compute the gradient of the left-hand side on (77) with respect to $n$ as

$$\begin{align*}
\nabla_n \nabla_u \log p(s, n|u) &= \nabla_n [\nabla_u \{ \log p(s|u) + \log p(n) \}] \\
&= \nabla_n [\nabla_u \log p(s|u)] \\
&= O,
\end{align*}$$

(78)

where we used Assumption (C1) that $s \perp n, u \perp n$ and $s \not\perp u$. On the other hand, the gradient of the right-hand side on (77) is given by

$$\nabla_n [\nabla_u \psi^*(v, h^*_n(u))] = [\nabla_v \nabla_u \psi^*(v, h^*_n(u))] J_v(n),$$

(79)

where $\nabla_v \nabla_u \psi^*(v, h^*_n(u)) \in \mathbb{R}^{D_u \times d_v}$ and $J_v(n) := \nabla_n v \in \mathbb{R}^{d_x \times (D_x - d_v)}$ is the Jacobian matrix of $v$ at $n$. We fix $u$ at $u = u_1$ and equate (79) with (78) based on (77) as

$$M(v) J_v(n) = O,$$

(80)

where $M(v) := \nabla_v \nabla_u \psi^*(v, h^*_n(u)) |_{u = u_1} \in \mathbb{R}^{D_u \times d_v}$. By Assumption (C4), the rank of $M(v)$ is $d_v$, and thus the inverse of $M(v)^T M(v)$ exists. Multiplying $M(v)^T$ on the left and taking the inverse of $M(v)^T M(v)$ to (80) indicates $J_v(n) = O$. Recall that $v = h^*_x \circ f(s, n) = h^*_x(x)$. Since $f(s, n)$ and $h^*_x(x)$ are invertible and surjective respectively, $J_v(n) = O$ ensures that $v$ is a (vector-valued) function of only $s$. Thus, the proof is completed. ■
Appendix F. Derivation of (19)

By Assumption (C1) that \(s \perp n, u \perp n\) and \(s \not\perp u\), (77) can be written as
\[
\nabla_u \log p(s|u) = \nabla_u \psi^*(v, h^*_u(u)) + \nabla_u b^*(h^*_u(u)),
\]
where \(v := h^*_u(f(s, n))\). Taking the gradient with respect to \(v\) yields
\[
J_v(s)[\nabla_s \nabla_u \log p(s|u)] = \nabla_v \nabla_u \psi^*(v, h^*_u(u)),
\]
where \(J_v(s) := \nabla_s v\) denotes the Jacobian of \(v\) at \(s\). Thus, we obtain (19) by fixing \(u\) at \(u = u_1\).

Appendix G. Proof of Proposition 5

**Proof** Firstly, we consider the contamination model 2. By definition, the estimator \(\theta^*\) satisfies the following equation:
\[
\nabla_{\theta} \left\{ \bar{E}_{\theta}[r_\theta(X, U)] - \log \bar{E}_{\theta}[e^{r_\theta(X, U)}] \right\}_{\theta = \theta^*} = 0, \tag{81}
\]
while \(\theta_\epsilon\) associated with the contaminated densities fulfills
\[
\nabla_{\theta} \left\{ \bar{E}_{\theta}[r_\theta(X, U)] - \log \bar{E}_{\theta}[e^{r_\theta(X, U)}] \right\}_{\theta = \theta_\epsilon} = 0, \tag{82}
\]
where \(\bar{E}_{\theta}\) and \(\bar{E}_{\theta[XU]}\) denote the expectations over \(\bar{p}(x, u)\) and \(\bar{p}(x)\), respectively. Applying the Taylor series expansion of (82) around \(\theta^*\) yields
\[
0 = \nabla_{\theta} \left\{ \bar{E}_{\theta}[r_\theta(X, U)] - \log \bar{E}_{\theta[XU]}[e^{r_\theta(X, U)}] \right\}_{\theta = \theta^*} + \tilde{V}_{DV}(\theta_\epsilon - \theta^*) + O(\|\theta_\epsilon - \theta^*\|^2). \tag{83}
\]
where \(\tilde{V}_{DV}\) is the Hessian matrix at \(\theta = \theta^*\) and defined by
\[
\tilde{V}_{DV} := \nabla_{\theta} \nabla_{\theta} \left\{ \bar{E}_{\theta}[r_\theta(X, U)] - \log \bar{E}_{\theta[XU]}[e^{r_\theta(X, U)}] \right\}_{\theta = \theta^*}.
\]

Let us denote \(\nabla_{\theta} r_\theta(x, u)\) by \(g_\theta(x, u)\). We recall that the contaminated densities in the contamination model 2 are defined as
\[
\bar{p}(x, u) = (1 - \epsilon)p(x, u) + \epsilon \delta_\epsilon(x) \delta_u(u),
\]
\[
\bar{p}(x) = (1 - \epsilon)p(x) + \epsilon \delta_\epsilon(x),
\]
\[
\bar{p}(u) = (1 - \epsilon)p(u) + \epsilon \delta_\epsilon(u).
\]

Then, with sufficiently small \(\epsilon\), the first term on the right-hand side of (83) is given by
\[
\nabla_{\theta} \left\{ \bar{E}_{\theta}[r_\theta(X, U)] - \log \bar{E}_{\theta[XU]}[e^{r_\theta(X, U)}] \right\}_{\theta = \theta^*} \simeq \bar{E}_{\theta[XU]}[g_{\theta^*}(X, U)] - \bar{E}_{\theta[XU]}[e^{r_{\theta^*}(X, U)}] g_{\theta^*}(X, U), \tag{84}
\]
where \( \simeq \) denotes the equality up to terms of \( \epsilon^2 \), and we applied the following relation:
\[
\bar{E}_{X \times u}[e^r_{\theta^*}(X, U)] \simeq E_{X \times u}[e^r_{\theta^*}(X, U)] + \epsilon \left( E_X[e^r_{\theta^*}(X, \bar{u})] + E_{u}[e^r_{\theta^*}(x, U)] - 2E_{X \times u}[e^r_{\theta^*}(X, U)] \right) = 1,
\]
where we used
\[
E_{X \times u}[e^r_{\theta^*}(X, U)] = E_{X \times u} \left[ \frac{p(X, U)}{p(X)p(U)} \right] = 1,
\]
\[
E_x[e^r_{\theta^*}(X, \bar{u})] = \int p(x|\bar{u})dx = 1 \quad \text{and} \quad E_u[e^r_{\theta^*}(x, U)] = \int p(u|x)d\bar{u} = 1,
\]
based on the assumption that \( r_{\theta^*}(x, u) = \log \frac{p(x,u)}{p(x)p(u)} \). Then, we substitute
\[
\bar{E}_{X \times u}[g_{\theta^*}(X, U)] = (1 - \epsilon)E_{X \times u}[g_{\theta^*}(X, U)] + \epsilon g_{\theta^*}(\bar{x}, \bar{u}),
\]
and
\[
\bar{E}_{X \times u}[e^r_{\theta^*}(X, U) g_{\theta^*}(X, U)] \simeq (1 - \epsilon)E_{X \times u}[e^r_{\theta^*}(X, U) g_{\theta^*}(X, U)] + \epsilon \left( E_x[e^r_{\theta^*}(X, \bar{u})] g_{\theta^*}(X, \bar{u}) \right) + E_u[e^r_{\theta^*}(x, U)] g_{\theta^*}(\bar{x}, U),
\]
into (84), and have
\[
\nabla_{\theta} \left\{ \bar{E}_{X \times u}[r_{\theta}(X, U)] - \log \bar{E}_{X \times u}[e^r_{\theta}(X, U)] \right\}_{\theta=\theta^*} \\
\simeq (1 - \epsilon) \left( E_{X \times u}[g_{\theta^*}(X, U)] - E_{X \times u}[e^r_{\theta^*}(X, U) g_{\theta^*}(X, U)] \right) + \epsilon \left( g_{\theta^*}(\bar{x}, \bar{u}) + E_{X \times u}[e^r_{\theta^*}(X, U)] g_{\theta^*}(X, \bar{u}) - E_x[e^r_{\theta^*}(X, \bar{u})] g_{\theta^*}(X, \bar{u}) - E_u[e^r_{\theta^*}(x, U)] g_{\theta^*}(\bar{x}, U) \right) \\
= \epsilon \left( g_{\theta^*}(\bar{x}, \bar{u}) + E_{X \times u}[g_{\theta^*}(X, U)] - E_x[e^r_{\theta^*}(X, \bar{u})] g_{\theta^*}(X, \bar{u}) - E_u[e^r_{\theta^*}(x, U)] g_{\theta^*}(\bar{x}, U) \right),
\]
where we applied \( E_{X \times u}[g_{\theta^*}(X, U)] = E_{X \times u}[e^r_{\theta^*}(X, U) g_{\theta^*}(X, U)] \), which is proved from (81) and (85) as follows:
\[
E_{X \times u}[g_{\theta^*}(X, U)] - E_{X \times u}[e^r_{\theta^*}(X, U) g_{\theta^*}(X, U)] = E_{X \times u}[g_{\theta^*}(X, U)] - \frac{E_{X \times u}[e^r_{\theta^*}(X, U) g_{\theta^*}(X, U)]}{E_{X \times u}[e^r_{\theta^*}(X, U)]} \\
= \nabla_{\theta} \left\{ E_{X \times u}[r_{\theta}(X, U)] - \log E_{X \times u}[e^r_{\theta}(X, U)] \right\}_{\theta=\theta^*} \\
= 0.
\]
Substituting (87) into (83) yields
\[
0 \simeq \epsilon \left\{ g_{\theta^*}(\bar{x}, \bar{u}) + E_{X \times u}[g_{\theta^*}(X, U)] - E_x[e^r_{\theta^*}(X, \bar{u})] g_{\theta^*}(X, \bar{u}) - E_u[e^r_{\theta^*}(x, U)] g_{\theta^*}(\bar{x}, U) \right\} + V_{DV}(\theta - \theta^*) + O(||\theta_\epsilon - \theta^*||^2)
\]
In the limit of \( \epsilon \to 0 \), \( O(||\theta_\epsilon - \theta^*||^2) \) in (88) quickly converges to zero and can be negligible, and \( V_{DV} \) approaches
\[
-E_{X \times u}[g_{\theta^*}(X, U)] g_{\theta^*}(X, U)^T + E_{X \times u}[g_{\theta^*}(X, U)] E_{X \times u}[g_{\theta^*}(X, U)]^T =: V_{DV},
\]
where we applied (85). By dividing both sides on (88) by \(\epsilon\) and taking the limit of \(\epsilon \to 0\), we obtain

\[
V_{DV}IF_{DV}(\bar{x}, \bar{u}) = g_{\theta^*}(\bar{x}, \bar{u}) + E_{xu}[g_{\theta^*}(X, U)] - E_x[e^r (X, \bar{u}) g_{\theta^*}(X, \bar{u})] - E_u[e^r (\bar{x}, U) g_{\theta^*}(\bar{x}, U)].
\]

Thus, applying the inverse of \(V_{DV}\) yields (31).

For the contamination model 1, we recall that the contaminated densities are given as follows:

\[
\bar{p}(x, u) = (1 - \epsilon)p(x, u) + \epsilon \delta_u(u)p(x)
\]

\[
\bar{p}(x) = p(x)
\]

\[
\bar{p}(u) = (1 - \epsilon)p(u) + \epsilon \delta_u(u).
\]

By following the same line of the proof, we reach the influence function (29) for the contamination model 1.

\[
\bar{J}_\gamma(\varphi) = -\frac{1}{\gamma} \log \left[ E_{xu} \left[ \left( \frac{\varphi(X, U)^{\gamma+1}}{1 + \varphi(X, U)^{\gamma+1}} \right)^{\frac{\gamma}{\gamma+1}} \right] + E_{xu} \left[ \left( \frac{1}{1 + \varphi(X, U)^{\gamma+1}} \right)^{\frac{\gamma}{\gamma+1}} \right] + \frac{\epsilon}{1 - \nu_1} \right]
\]

\[
- \frac{1}{\gamma} \log(1 - \epsilon).
\]
By applying \( \log(z + \nu_1) = \log(z) + O(\nu_1) \) with a sufficiently small \( \nu_1 \),
\[
\tilde{J}_\gamma(\varphi) = -\frac{1}{\gamma} \log \left[ E_{xU} \left[ \frac{\varphi(X, U)^{\gamma+1}}{1 + \varphi(X, U)^{\gamma+1}} \right]^{\frac{\gamma}{\gamma+1}} \right] + E_{xU} \left[ \frac{1}{1 + \varphi(X, U)^{\gamma+1}} \right]^{\frac{\gamma}{\gamma+1}} \frac{1}{\gamma} \log(1 - \epsilon) + O \left( \frac{\epsilon}{1 - \epsilon} \nu_1 \right)
- \frac{1}{\gamma} \log(1 - \epsilon) + O \left( \frac{\epsilon}{1 - \epsilon} \nu_1 \right).
\]
This completes the proof.

**H.2 Proof of Lemma 12**

We recall that \( \nu_1 \) is defined by
\[
\nu_1 = \int p(x) \delta(u|x) \left( \frac{e^{(\gamma+1)r(x,u)}}{1 + e^{(\gamma+1)r(x,u)}} \right)^{\frac{\gamma}{\gamma+1}} dxdu + \int p(x) \delta(u) \left( \frac{1}{1 + e^{(\gamma+1)r(x,u)}} \right)^{\frac{\gamma}{\gamma+1}} dxdu.
\]

Here, we complete the proof by showing below that two terms (A) and (B) on the right-hand side are sufficiently small under Assumptions (D1-2).

**Term (A):** We apply the Cauchy–Schwarz inequality to Term (A) as
\[
\int \delta(u|x)p(x) \left( \frac{e^{(\gamma+1)r(x,u)}}{1 + e^{(\gamma+1)r(x,u)}} \right)^{\frac{\gamma}{\gamma+1}} dxdu \leq C_A \left( \int \delta(u|x)p(x)e^{\gamma \{\psi(h_u(x),u) + a(h_u(x))\}} dxdu \right)^{\frac{1}{2}},
\]
where
\[
C_A := \left( \int \delta(u|x)p(x) \left( \frac{e^{(\gamma+1)\{\psi(h_u(x),u) + a(h_u(x))\}}/2}{e^{-(\gamma+1)b(h_u(u))} + e^{(\gamma+1)\{\psi(h_u(x),u) + a(h_u(x))\}}} \right)^{\frac{2\gamma}{\gamma+1}} dxdu \right)^{\frac{1}{2}}.
\]
By Assumption (D1), the constant \( C_A \) is finite. Thus, Assumption (D2) ensures that Term (A) is sufficiently small.

**Term (B):** Applying the Cauchy–Schwarz inequality yields the upper bound of Term (B) as
\[
\int \delta(u)p(x) \left( \frac{1}{1 + e^{(\gamma+1)r(x,u)}} \right)^{\frac{\gamma}{\gamma+1}} dxdu \leq C_B \left( \int \delta(u)e^{-\gamma b(h_u(u))} du \right)^{\frac{1}{2}},
\]
where
\[
C_B := \left( \int \delta(u)p(x) \left( \frac{e^{-(\gamma+1)b(h_u(u))/2}}{e^{-(\gamma+1)b(h_u(u))} + e^{(\gamma+1)\{\psi(h_u(x),u) + a(h_u(x))\}}} \right)^{\frac{2\gamma}{\gamma+1}} dxdu \right)^{\frac{1}{2}}.
\]
By (90) and Assumption (D2), Term (B) is also sufficiently small.
Appendix I. Semistrong robustness for the contamination model 2

For the contamination model 2, the following proposition is established:

**Proposition 13.** Let us define a constant $\nu_2$ as

$$\nu_2 := \int \int \delta(x, u) \left( \frac{e^{(\gamma+1)r(x, u)}}{1 + e^{(\gamma+1)r(x, u)}} \right)^{\frac{\gamma}{\gamma+1}} dx du + (1 - \epsilon) \int \int p(x) \delta(u) \left( \frac{1}{1 + e^{(\gamma+1)r(x, u)}} \right)^{\frac{\gamma}{\gamma+1}} dx du$$

$$+ (1 - \epsilon) \int \int \delta(x)p(u) \left( \frac{1}{1 + e^{(\gamma+1)r(x, u)}} \right)^{\frac{\gamma}{\gamma+1}} dx du + \epsilon \int \int \delta(x)\delta(u) \left( \frac{1}{1 + e^{(\gamma+1)r(x, u)}} \right)^{\frac{\gamma}{\gamma+1}} dx du.$$

We make the following assumptions:

(D1) Assume that

$$\int \int \delta(x, u) \left( \frac{e^{(\gamma+1)\psi(h_u(x), h_u(u))}/2}{e^{-(\gamma+1)\{a(h_u(x)) + b(h_u(u))\}} + e^{(\gamma+1)\psi(h_u(x), h_u(u))}/2} \right)^{\frac{\gamma}{\gamma+1}} dx du < \infty,$$

$$\int \int \{p(x)\delta(u) + \delta(x)p(u) + \delta(x)\delta(u)\} \times \left( \frac{e^{-(\gamma+1)\{a(h_u(x)) + b(h_u(u))\}/2}}{e^{-(\gamma+1)\{a(h_u(x)) + b(h_u(u))\}} + e^{(\gamma+1)\psi(h_u(x), h_u(u))}/2} \right)^{\frac{\gamma}{\gamma+1}} dx du < \infty$$

(D2) The following integrals are sufficiently small.

$$\int \delta(x, u)e^{\gamma\psi(h_u(x), h_u(u))} du dx, \int \delta(x)e^{-\gamma a(h_u(x))} du dx and \int \delta(u)e^{-\gamma b(h_u(u))} du.$$

Then, it holds that $\nu_2$ is sufficiently small and

$$\tilde{J}_\gamma(r) = \frac{1}{\gamma} \log \left[ \exp (-\gamma J_\gamma(r)) - \epsilon I(r) \right] - \frac{1}{\gamma} \log (1 - \epsilon) + O \left( \frac{\epsilon}{1 - \epsilon} \nu_2 \right), \quad (91)$$

where

$$I(r) := \int \int p(x)p(u) \left( \frac{1}{1 + e^{(\gamma+1)r(x, u)}} \right)^{\frac{\gamma}{\gamma+1}} dx du.$$

The proof is essentially the same as Proposition 8, and thus is omitted. Proposition 13 indicates when $\nu_2$ is sufficiently small, minimization of $\tilde{J}_\gamma(r)$ is almost equal to minimization of

$$-\frac{1}{\gamma} \log \left[ e^{-\gamma J_\gamma(r)} - \epsilon I(r) \right]. \quad (92)$$

Unlike the contamination model 1 (Proposition 8), there exists an extra term $\epsilon I(r)$ inside the logarithm in (92). However, this extra term may not cause any bias in terms of representation learning because the minimizer of (92) is given by

$$\log \frac{p(x, u)}{p(x)p(u)} - \log (1 - \epsilon). \quad (93)$$
Since our goal of representation learning is to estimate the log-density ratio up to a constant, the minimizer (93) means that robust representation learning would be possible even for the contamination model 2 under the condition that $\nu_2$ is sufficiently small. In addition, again, the contamination ratio $\epsilon$ is not necessarily assumed to be small.

Assumptions (D’1-2) have the same implications as Assumptions (D1-2) in Proposition 8 (See Section 4.3.2), and thus would reflect the typical contamination of outliers. Thus, the condition that $\nu_2$ is sufficiently small would be fairly reasonable. Indeed, Section 5 experimentally demonstrates that our method for representation learning is very robust against outliers.
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