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Abstract

Determining whether deep neural network (DNN) models can reliably recover target func-
tions at overparameterization is a critical yet complex issue in the theory of deep learning.
To advance understanding in this area, we introduce a concept we term “local linear re-
covery” (LLR), a weaker form of target function recovery that renders the problem more
amenable to theoretical analysis. In the sense of LLR, we prove that functions expressible
by narrower DNNs are guaranteed to be recoverable from fewer samples than model pa-
rameters. Specifically, we establish upper limits on the optimistic sample sizes, defined as
the smallest sample size necessary to guarantee LLR, for functions in the space of a given
DNN. Furthermore, we prove that these upper bounds are achieved in the case of two-layer
tanh neural networks. Our research lays a solid groundwork for future investigations into
the recovery capabilities of DNNs in overparameterized scenarios.

Keywords: deep learning theory, recovery at overparameterization, local linear recovery
guarantee, optimistic sample size

1. Introduction

Determining the requisite number of data points for a model to recover a target function
is a fundamental problem in regression. This issue is particularly pertinent for deep neural
network (DNN) models, where the question arises: Can these models recover target func-
tions using fewer data points than their parameter count, thereby operating effectively in
an overparameterized regime? Traditional wisdom suggests that a linear model with M
parameters typically needs M data points to reconstruct a linear function. Particularly, in
band-limited signal recovery, the Nyquist-Shannon sampling theorem posits that a periodic
signal with a maximum frequency of f (represented by M = 2f coefficients) can be perfectly
reconstructed from n > 2f uniformly sampled points (Shannon, 1984). These precedents
imply that linear models lack recovery guarantee when overparameterized. In contrast,
nonlinear DNN models have been empirically shown to generalize effectively even when
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overparameterized (Zhang et al., 2017). Subsequent experiments reinforce this observation,
indicating that DNNs can achieve zero generalization error in recovering target functions
under overparameterization (Zhang et al., 2023b). This study delves into the theoretical
underpinnings of target function recovery for DNNs, with the goal of establishing a recovery
guarantee in overparameterized scenarios.

Within the spectrum of recovery guarantees, the global recovery guarantee—ensuring
target recovery through comprehensive training—is the most robust and practically rele-
vant, especially in overparameterized contexts. However, the intricate and highly nonlinear
training dynamics of DNNs render this global guarantee theoretically elusive. To navigate
this complexity, we propose a more attainable goal: establishing a weaker form of recovery
guarantee for DNNs in overparameterized conditions. Specifically, we incorporates two sim-
plifications to achieve a theoretically tractable weaker form of recovery, namely the local
linear recovery (LLR) guarantee: (i) localization: focusing on recovery in the vicinity of
an optimal point within the parameter space; and (ii) linearization: considering the re-
covery of the model linearized at the optimal point. While local linear fitting of data is
not practically feasible in general, the LLR-guarantee sheds light on the optimistic (i.e.,
best-possible) performance for global recovery of DNNs, suggesting that without an LLR-
guarantee at overparameterization, stronger forms of recovery are unlikely.

Our main contributions are threefold: (i) We introduce the LLR-guarantee and formu-
late its theoretical framework for both differentiable and analytic models, demonstrating
that linear models do not possess an LLR-guarantee when overparameterized. (ii) Employ-
ing the Embedding Principle (Zhang et al., 2021b, 2022), we derive upper bounds for the
optimistic sample sizes—defined as the smallest sample sizes that ensure an LLR guaran-
tee—for general DNNs. These bounds affirm the LLR-guarantee at overparameterization
for all functions expressible by narrower DNNs. (iii) We pinpoint the exact optimistic sam-
ple sizes for two-layer fully-connected and convolutional tanh neural networks, which meet
their respective upper bounds, thereby illustrating the exactitude of our upper bounds.

2. Related Works

In our research, we introduce the concept of optimistic sample size, which quantifies the
minimum number of training samples necessary to recover a target function under the best
possible conditions. This approach differs significantly from traditional sample complexity
analyses, which typically estimate the sample requirements to achieve a specified perfor-
mance level in worst-case scenarios (Shalev-Shwartz and Ben-David, 2014). For example,
Zhong et al. (2017) estimate the sample complexity for recovering a two-layer neural net-
work based on the condition of local strong convexity around the ground truth, which does
not hold under overparameterization. Recognizing that deep neural networks (DNNs) of-
ten perform substantially better in practice than theoretical worst-case predictions suggest
(Zhang et al., 2017, 2021a), our LLR analysis pioneers a framework for estimating sample
sizes under the best possible conditions. Furthermore, our empirical findings reveal that
the practical performance of a finely-tuned DNN can approach this optimistic threshold,
even in scenarios of substantial overparameterization. Moreover, as demonstrated in Zhang
and Xu (2024), techniques such as dropout can further enhance the network’s performance
to recover target functions.
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Our theoretical LLR framework, which is predicated on the linearization of DNNs, stands
in stark contrast to linear analyses based on the NTK/lazy training/linear regime (Jacot
et al., 2018; Arora et al., 2019; Chizat et al., 2019; Luo et al., 2021). The main differences
are as follows: (i) NTK analysis linearizes around a random initial point, whereas LLR
analysis considers linearization around a target point, i.e., a global minimizer with zero
generalization error. (ii) NTK pertains to the linear training behavior of DNNs with large
initial weights, whereas the optimistic sample sizes from LLR analysis are empirically linked
to the performance of nonlinear training dynamics exhibited at small initializations. Ac-
cording to the phase diagrams in Refs. (Luo et al., 2021; Zhou et al., 2022a), NTK analysis
corresponds to the linear regimes, while our LLR results associate to the condensed regimes,
where nonlinear condensation dynamics are instrumental in achieving near-optimism per-
formance.

The discovery of the embedding principle (Zhang et al., 2021b, 2022; Fukumizu et al.,
2019; Simsek et al., 2021; Bai et al., 2024) has shed light on the analysis of critical points
within the loss landscapes of DNNs and has forged connections between the loss landscapes
of networks of varying widths. Notably, Zhang et al. (2022) introduces a comprehensive suite
of critical embedding operators that map the parameter space of a narrower DNN to that of a
wider one while preserving both the output function and the criticality of the network. This
powerful analytical tool further illuminates the hierarchical model rank structure inherent
in DNNs. Leveraging these critical embeddings, which inherently maintain the model rank,
we derive in this work an upper bound for the optimistic sample size applicable to general
DNNs.

Remark that the notion of rank, which is used to capture the intrinsic complexity of a
mapping, plays a fundamental role in linear algebra, differential topology and other areas. In
the study of deep learning, Jacot (2023) introduces notions of rank for nonlinear functions,
i.e., Jacobian rank and bottleneck rank, to study the implicit bias of large depth networks.
These notions characterize the complexity of model outputs varies over the input space,
whereas our model rank characterizes the complexity of model function varies over the
parameter space. Whether these apparently different notions of rank are related to each
other for DNNs remains an interesting problem for the future study.

3. Theory of Local Linear Recovery

3.1 Assumptions and Definitions

Assumption.
(i) We consider differentiable (w.r.t. both inputs and parameters) models with 1-d output
fθ(·) = f(·;θ) : Rd × RM → R.
(ii) We consider target functions f∗ expressible by the model fθ, i.e., f∗ ∈ F := {fθ(·)|θ ∈
RM}. And the training data S = {(xi ∈ Rd, yi = f∗(xi) ∈ R)}ni=1 is sampled from f∗.
(iii) The loss function `(·, ·) is a continuously differentiable distance function and the em-
pirical loss LS(θ) = ES`(fθ(x), y) = 1

n

∑n
i=1 `(f(xi;θ), yi).
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Under the above general assumptions, this work focuses on the recovery of target func-
tion f∗ for the following regression problem when n 6M :

minθ∈RM

1

n

n∑
i=1

`(fθ(xi), f
∗(xi)). (1)

We say f∗ is successfully recovered when the solution θ∗ obtained by an algorithm satisfies
fθ∗ = f∗. For convenience, we define the target setMf∗ as follows, by which f∗ is recovered
when θ∗ ∈Mf∗ .

Definition 1 (target set). Suppose we have a model fθ(·) = f(·;θ) : Rd × RM → R with
model function space F = {fθ(·)|θ ∈ RM}. For any target function f ′ ∈ F , the target set
Mf ′ := {θ|f(·;θ) = f ′}.

We note that analyzing the recovery of f∗ at overparameterization through global train-
ing presents significant difficulties due to two primary challenges: (i) the optimization chal-
lenge, where it remains uncertain whether the training process can avoid local minima and
saddle points to converge to a global minimum (Sun et al., 2020); (ii) the challenge of
infinite solutions, where the target setMf∗ is embedded within an approximately (M −n)-
dimensional manifold of global minima with complex geometry (Cooper, 2021; Zhang et al.,
2023a), making it difficult to ascertain if global training can precisely reachMf∗ . To bypass
these obstacles, we introduce a more theoretically tractable variant of recovery as follows.

Definition 2 (local linear recovery (LLR) guarantee). Suppose we have a differentiable
model fθ(·) with M parameters, a target function f∗ ∈ F := {fθ(·)} and training data
S = {(xi, f∗(xi))}ni=1.
(a) LLR-guarantee: We say f∗ has local linear recovery (LLR) guarantee (by model fθ
from S) if the following condition holds: There exists θ′ ∈Mf∗ such that

{f∗} = argmin
g∈T̃θ′

1

n

n∑
i=1

`(g(xi), f
∗(xi)), (2)

where T̃θ′ = {f(·;θ′) + aT∇θf(·;θ′)|a ∈ RM} is the tangent function hyperplane at θ′. If
the above condition holds, we say f∗ has LLR-guarantee at θ′ (by model fθ from S).
(b) n-sample LLR-guarantee: We say a function f∗ ∈ F has n-sample LLR-guarantee
if there exists a n-sample data set S = {(xi ∈ Rd, f∗(xi) ∈ R)}ni=1 such that f∗ has LLR-
guarantee. Furthermore, if n < M , then we say f∗ has LLR-guarantee at overparameteri-
zation.
(c) n-sample LLR-guarantee a.e.: We say a function f∗ ∈ F has n-sample LLR-
guarantee a.e. (almost everywhere) if the following condition holds: For inputs X =
[x1, · · · ,xn] ∈ Rd×n a.e. with respect to Ld×n Lebesgue measure, f∗ has LLR-guarantee
from S = {(xi, f∗(xi))}ni=1.

Remark 1 (LLR-guarantee vs. LLR-guarantee a.e.). (i) If a certain result holds for inputs
X almost everywhere (a.e.) with respect to the Lebesgue measure Ld×n, then it holds with
probability 1 for any probability measure that is absolutely continuous with respect to Ld×n,
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e.g., a non-degenerate gaussian probability measure (See Remark 3 for more detailed discus-
sion). (ii) Although n-sample LLR-guarantee seems to be significantly weaker than n-sample
LLR-guarantee a.e., we will show later that any n-sample LLR-guarantee automatically up-
grades to n-sample LLR-guarantee a.e. for analytic models, e.g., neural networks with tanh,
sigmoid or GELU activation. For the pursuit of generality, we mainly focus on the n-sample
LLR-guarantee in this work. (iii) In general, n-sample LLR-guarantee informs the potential
of recovering the target from n samples in practice, whereas no n-sample LLR-guarantee is
a strong indication that n samples are not sufficient to recover the target.

Proposition 1. Suppose we have a differentiable model fθ(·) with M parameters. For
any target function f∗ ∈ F , if it has n-sample LLR-guarantee, then it has n′-sample LLR-
guarantee for any n′ > n.

Proof When f∗ has n-sample LLR-guarantee, there exists S = {(xi, f∗(xi))}ni=1 and
θ∗ ∈Mf∗ such that the solution set

φ∗S := argmin
f∈T̃θ∗

E(x,y)∈S`(f(x), y) = {f∗},

where E(x,y)∈S`(f(x), y) = 1
n

∑n
i=1 `(f(xi), f

∗(xi)). For S′ = S ∪ {(x′i, f∗(x′i))}n
′
i=n+1 with

any x′i ∈ RM for i ∈ [n+ 1 : n′], let

φ∗S′ := argmin
f∈T̃θ∗

E(x,y)∈S′`(f(x), y).

Obviously, f∗ ∈ φ∗S′ , by which the empirical loss attains 0 on S′. Then, any global minimizer
f ∈ φ∗S′ also attains 0 empirical loss on S′, thus 0 empirical loss on S. Therefore, φ∗S′ ⊂
φ∗S = {f∗}, which yields

φ∗S′ = φ∗S = {f∗}.

By Definition 2, f∗ has n′-sample LLR-guarantee.

Proposition. 1 signifies the importance of understanding the minimum sample size with
LLR-guarantee for a target function, which is rigorously defined below as an optimistic
sample size.

Definition 3 (optimistic sample size). Suppose we have a differentiable model fθ(·). For
any function f∗ ∈ F , if f∗ has LLR-guarantee from n samples but not n− 1 samples, then
its optimistic sample size

Ofθ(f∗) = n.

3.2 General LLR Theory

In this section, we present the theoretical results of LLR for the regression problem of
general differentiable models. In particular, we establish the quantitative relation between
the LLR-guarantee and the model rank, by which estimating the optimistic sample size of
a target converts to an estimation of its model rank.
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Definition 4 (model rank). Given any differentiable (in parameters) model fθ, the model
rank for any θ∗ ∈ RM is defined as

rankfθ(θ∗) := dim
(

span {∂θif(·;θ∗)}Mi=1

)
, (3)

where span {φi(·)}Mi=1 = {
∑M

i=1 aiφi(·)|a1, · · · , aM ∈ R} and dim(·) returns the dimension
of a linear function space.

Remark 2 (significance of model rank in neural networks). Quantifying the extent of con-
densation in neural networks—a phenomenon where neurons tend to cluster together (Luo
et al., 2021; Zhou et al., 2022b) (also known as weight quantization (Maennel et al., 2018)
and weight clustering (Brutzkus and Globerson, 2019))—is crucial for understanding non-
linear training dynamics and the implicit bias of neural networks. We demonstrate through
a simple example that the model rank effectively quantifies condensation: lower model rank
indicates stronger condensation. Consider a simple two-neuron neural network defined as
fθ(x) = a1 tanh(w1x) + a2 tanh(w2x). The model rank is given by

rankfθ(θ) = dim
(
span

{
tanh(w1x), a1 tanh′(w1x)x, tanh(w2x), a2 tanh′(w2x)x

})
.

Intuitively, condensation occurs when w2 = ±w1, allowing the two neurons to be effectively
combined into one. Under this condition, the model rank satisfies rankfθ(θ) 6 2. Con-
versely, when w2 6= ±w1 6= 0 and a1, a2 6= 0, condensation does not occur since the two
neurons cannot be combined into one, and the model rank is rankfθ(θ) = 4. Therefore,
the phenomenon of condensation implies that neural networks tend to learn functions with
lower model rank via nonlinear training.

Definition 5 (empirical tangent matrix and empirical model rank). Given any differentiable
model fθ and training data S = {(xi, yi)}ni=1, at any parameter point θ∗, ∇θf(X;θ∗) =
[∇θf(x1;θ

∗), · · · ,∇θf(xn;θ∗)] is referred to as the empirical tangent matrix. Then the
empirical model rank is defined as follows

rankS(θ∗) = rank(∇θf(X;θ∗)).

Lemma 1 (LLR condition). f∗ has local linear recovery guarantee at θ∗ by model fθ from
S if and only if rankS(θ∗) = rankfθ(θ∗).

Proof Define

R̃S(a) =
1

n

n∑
i=1

`(f(xi,θ
∗) + aT∇θf(xi;θ

∗), f∗(xi)).

First assume that f∗ has LLR guarantee at θ∗ by model fθ from S. Then f(·;θ∗) = f∗

by Definition 2, and this function is unique. This uniqueness implies that for any a ∈
ker∇θf(X;θ∗) we must have

f(·;θ∗) + aT∇θf(·;θ∗) = f∗.

Equivalently, a ∈ ker∇θf(·;θ∗). This shows ker∇θf(X;θ∗) ⊆ ker∇θf(·;θ∗). But clearly
ker∇θf(·;θ∗) ⊆ ker∇θf(X;θ∗), so the two kernels are equal. It follows that

rankS(θ∗) = rank (∇θf(X;θ∗)) = rankfθ(θ∗)
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Conversely, assume that rankS(θ∗) = rankfθ(θ∗). Then, similar as above, we have
ker∇θf(·;θ∗) = ker∇θf(X;θ∗). Because ` is a distance function, for any a ∈ RM with
R̃S(a) = RS(θ∗) = 0, we must have

aT∇θf(xi;θ
∗) = 0, ∀ 1 6 i 6 n.

Equivalently, a ∈ ker∇θf(X;θ∗) and thus aTf(·;θ∗) = 0. This shows

{f∗} = {f(·;θ∗)} = argmin
g∈T̃θ′

1

n

n∑
i=1

`(g(xi), f
∗(xi))

is well-defined, i.e., f∗ has LLR guarantee at θ∗.

Corollary 1 (phase transition of LLR-guarantee at a target point). For any θ′ ∈ Mf∗, if
training data size n < rankfθ(θ′), f∗ has no local linear recovery guarantee at θ′. Otherwise,
if n > rankfθ(θ′), f∗ has n-sample LLR-guarantee, i.e., there exists an n-sample data set
S′ = {(xi, f∗(xi))}ni=1 such that f∗ has local linear recovery guarantee at θ′.

Proof For n < rankfθ(θ′), rankS(θ′) 6 n < rankfθ(θ′). By Lemma 1, f∗ has no local
linear recovery guarantee at θ′. On the other hand, for n > rankfθ(θ′), we claim that there
exist X = (x1, ...,xn) with rank (∇θf(X;θ∗)) = rankfθ(·;θ′). Suppose this is not true.
Let

M ′ = max
X∈Rd×n

rank
(
∇θf(X;θ′)

)
and let x1, ...,xM ′ be such that

rank
[
∇θf((x1, ...,xM ′);θ

′)
]

= M ′.

So in particular M ′ < rankfθ(·;θ′) 6 M . Given a ∈ RM such that ∇θf(xi;θ) = 0 for all
1 ≤ i ≤M ′, we must have a ∈ ker∇θf(θ′; ·). Therefore,

ker∇θf(θ′; ·) ⊆ ker∇θf((x1, ...,xM ′);θ
′) ⊆ ker∇θf(θ′; ·).

This means
dim ker∇θf(θ′; ·) = dim ker∇θf(X;θ′) = M −M ′

and thus rankfθ(θ′) = M ′, a contradiction. So there must exist X = (x1, ...,xn) with
rank (∇θf(X;θ∗)) = rankfθ(·;θ′). By Lemma 1, f∗ has n-sample guarantee.

We address above the LLR-guarantee at a target point. In the following, we further
address the LLR-guarantee for recovering a target function.

Definition 6 (model rank for function). The model rank for any function f∗ ∈ F is defined
as

rankfθ(f∗) := min
θ′∈Mf∗

rankfθ(θ′). (4)

7



Zhang, Zhang, Zhang, and Bai

Theorem 1 (optimistic sample size estimate). Suppose we have a differentiable model fθ.
For any function f∗ ∈ F , we have

Ofθ(f∗) = rankfθ(f∗).

Proof When the sample size n < rankfθ(f∗), for any θ′ ∈ Mf∗ , n < rankfθ(θ′). By
Corollary 1, f∗ has no LLR-guarantee at θ′. Therefore, f∗ has no n-sample LLR-guarantee.
When the sample size n > rankfθ(f∗), there exists θ′ ∈ Mf∗ , such that n > rankfθ(f∗) =
rankfθ(θ′). By Corollary 1, f∗ has n-sample LLR-guarantee. By Definition 3, we have

Ofθ(f∗) = rankfθ(f∗).

The subsequent two corollaries provide a rigorous formulation of two intuitive assertions
about the best-possible cases of regression problem (1): (i) M samples are sufficient for
recovery; (ii) linear models generally cannot be recovered at overparameterization.

Corollary 2 (generic upper bound for optimistic sample size). Suppose we have a differ-
entiable model fθ. For any function f∗ ∈ F , we have

Ofθ(f∗) 6M.

Proof Because rankfθ(θ) 6 M for any θ ∈ RM , rankfθ(f∗) 6 M for any f∗ ∈ F . There-
fore, by Theorem 1, Ofθ(f∗) = rankfθ(f∗) 6M .

Corollary 3 (no LLR-guarantee for linear models at overparameterization). For a linear
model fθ(x) =

∑M
i=1 θiφi(x) with θ = [θ1, · · · , θM ]T, if its basis functions are linearly

independent, i.e., dim(span{φi(·)}Mi=1) = M , then

Ofθ(f∗) ≡M,

i.e., none of the functions in the model function space F has LLR-guarantee at overparam-
eterization.

Proof For any θ∗ ∈ RM , we have

rankfθ(θ∗) = dim
(

span {∂θif(·;θ∗)}Mi=1

)
= dim

(
span {φi(x)}Mi=1

)
= M.

Therefore, Ofθ(f∗) = rankfθ(f∗) = M for any f∗ ∈ F .

3.3 LLR-Guarantee for Analytic Models

In this subsection, we exploit the characteristics of analytic functions to enhance the LLR
guarantee, extending it to an almost everywhere (a.e.) guarantee for analytic models.
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Lemma 2. Given m linearly independent analytic functions φ1(x), · · · , φm(x) with φi :
Rd → R for all i ∈ [m], rank(Φ(X)) = m almost everywhere (a.e.) with respect to Ld×m
Lebesgue measure, where

Φ(X) :=

φ1(x1) ... φm(x1)
...

. . .
...

φ1(xm) ... φm(xm)

 .
Proof Clearly, det(Φ(·)) : Rd×m → R is an analytic function over Rd×m. In addition,
because {φi}mi=1 are linearly independent, there exists X ∈ Rd×m such that det(Φ(·)) 6= 0,
i.e., det(Φ(·)) is not constant zero. By the property of real analytic function (Mityagin,
2020), rank(Φ(X)) = m a.e. with respect to Ld×m Lebesgue measure.

Remark 3 (zero set of a real analytic function). In the above proof, we utilize the fact
that the zero set of a nontrivial real analytic function on Rd has Lebesgue measure zero
(Mityagin, 2020). Specifically, a set C ⊂ Rd has Lebesgue measure zero if, for any ε > 0,
there exists a countable collection of balls whose total volume is less than ε that covers C.
This property is significant because it implies that C occupies no volume in the space, despite
potentially being infinite or uncountable. Furthermore, this result has important implications
in probability theory. If a set has Lebesgue measure zero, then any probability measure that
is absolutely continuous with respect to the Lebesgue measure will assign a probability of
zero to that set. For example, if we consider a non-degenerate gaussian measure, the zero
set of a real analytic function will have probability zero.

Corollary 4. Given m analytic functions φ1(x), · · · , φm(x) with φi : Rd → R for all i ∈ [m]
and dim(span({φi(·)}mi=1)) = r, rank(Φ(X)) = min{n, r} a.e. with respect to Ld×n Lebesgue
measure.

Proof It is obvious that rank(Φ(X)) 6 min{n, r}. For n 6 r, we can always pick n inde-
pendent functions from {φi(·)}mi=1. By Lemma 2, Φ(X) has a rank-n submatrix of Φ(X)
a.e. with respect to Lebesgue measure. For n > r, we have that the submatrix of the first r
rows of Φ(X) has rank r a.e. by Lemma 2. Therefore, rank(Φ(X)) = min{n, r} a.e. with
respect to Ld×n Lebesgue measure.

Proposition 2 (LLR-guarantee a.e. for analytic models). Given any analytic model fθ
(w.r.t. both inputs and parameters), if target function f∗ ∈ F has n-sample LLR-guarantee,
then f∗ has n-sample LLR-guarantee a.e.

Proof If target function f∗ ∈ F has n-sample LLR-guarantee, by Definition 3, n > Ofθ(f∗).
In addition, there exists θ∗ ∈ Mf∗ such that rankfθ(θ∗) = Ofθ(f∗). Then by Corol-
lary 4, for X = [x1, · · · ,xn] a.e. with respect to Ld×n Lebesgue measure with data set
S = {(xi, f∗(xi))}ni=1, rankS(θ∗) = min{rankfθ(θ∗), n} = rankfθ(θ∗). By the LLR condi-
tion Lemma 1, f∗ has n-sample LLR-guarantee a.e.
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4. Upper Bounds of Optimistic Sample Sizes for DNNs

Building on the LLR theory, the task of estimating optimistic sample sizes for target func-
tions necessitates the elucidation of the model rank across the space of functions. This
task is notably challenging, particularly for DNNs with three or more layers, due to the
complexity inherent in disentangling the linear dependencies among the compositional tan-
gent functions. Fortunately, we observe that the critical embedding operators introduced
in Refs. (Zhang et al., 2021b, 2022) can preserve the tangent function space and the model
rank when transitioning from a parameter point in a narrower DNN to one in a wider DNN.
This observation allows us to constrain the model rank of a target function within a wide
DNN by referencing the smallest DNN capable of representing it regardless of the depth.
The formal mathematical exposition of these results is provided below.

4.1 DNNs and the Embedding Principle

In this subsection, we briefly recapitulate the key elements of Embedding Principle in Refs.
(Zhang et al., 2021b, 2022). Consider L-layer (L ≥ 2) fully-connected DNNs with a general
differentiable activation function. We regard the input as the 0-th layer and the output as
the L-th layer. Let ml be the number of neurons in the l-th layer. In particular, m0 = d and
mL = d′. For any i, k ∈ N and i < k, we denote [i : k] = {i, i+ 1, . . . , k}. In particular, we
denote [k] := {1, 2, . . . , k}. Given weights W [l] ∈ Rml×ml−1 and bias b[l] ∈ Rml for l ∈ [L],
we define the collection of parameters θ as a 2L-tuple (an ordered list of 2L elements) whose
elements are matrices or vectors

θ =
(
θ|1, · · · ,θ|L

)
=
(
W [1], b[1], . . . ,W [L], b[L]

)
. (5)

where the l-th layer parameters of θ is the ordered pair θ|l =
(
W [l], b[l]

)
, l ∈ [L]. We

may misuse the notation and identify θ with its vectorization vec(θ) ∈ RM with M =∑L−1
l=0 (ml + 1)ml+1.
Given θ ∈ RM , the neural network function fθ(·) is defined recursively. First, we

write f
[0]
θ (x) = x for all x ∈ Rd. Then for l ∈ [L − 1], f

[l]
θ is defined recursively as

f
[l]
θ (x) = σ(W [l]f

[l−1]
θ (x) + b[l]). Finally, we denote

fθ(x) = f(x,θ) = f
[L]
θ (x) = W [L]f

[L−1]
θ (x) + b[L]. (6)

For notational simplicity, we may drop the subscript θ in f
[l]
θ , l ∈ [0 : L].

We formally define the notion of wider/narrower as follows.

Definition 7 (wider/narrower DNN). We write NN({ml}Ll=0) for a fully-connected neural
network with width (m0, . . . ,mL). Given two L-layer (L ≥ 2) fully-connected neural net-
works NN({ml}Ll=0) and NN′({m′l}Ll=0), if m′0 = m0, m′L = mL, and for any l ∈ [L − 1],

m′l ≥ ml and K =
∑L−1

l=1 (m′l − ml) > 0, then we say that NN′({m′l}Ll=0) is wider or K-
neuron wider than NN({ml}Ll=0) and NN({ml}Ll=0) is narrower or K-neuron narrower than
NN′({m′l}Ll=0).

Theorem 2 (Embedding Principle, Theorem 4.2 in Ref. (Zhang et al., 2022)). Given any
NN and any K-neuron wider NN, there exists a K-step composition embedding P satisfying

10
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embedding

copy

 


split

one-step 





Figure 1: (Figure 2 in Zhang et al. (2021b)) Illustration of one-step splitting embedding.
The black neuron in the left network is split into the blue and purple neurons
in the right network. The red (green) output weight of the black neuron in the
left net is splitted into two red (green) weights in the right net with ratio α and
(1− α), respectively.

that: For any given data S, loss function `(·, ·), activation function σ(·), given any critical
point θcnarr of the narrower NN, θcwide := P(θcnarr) is still a critical point of the K-neuron
wider NN with the same output function, i.e., fθcnarr = fθcwide

.

The cornerstone of the Embedding Principle’s proof lies in constructing a series of crit-
ical embeddings that map any given DNN to a wider one. Figure 1 illustrates a typical
type of critical embedding, specifically the ’splitting’ embedding. This process involves di-
viding a single neuron into two, while simultaneously preserving both the neural network’s
output function and its criticality. It is readily apparent that this splitting embedding can
be seamlessly adapted to Convolutional Neural Networks (CNNs) and Residual Networks
(ResNets), suggesting that the Embedding Principle is applicable to these architectures as
well. Consequently, it is reasonable to infer that all subsequent results that depend on
the presence of critical embeddings for fully-connected neural networks can be extended to
CNNs and ResNets. Additionally, Zhang et al. (2022) describes other varieties of critical
embeddings, such as the null embedding and the general compatible embedding.

4.2 Upper Bounding Optimistic Sample Size via Critical Mappings

In this subsection, we first provide a general definition of critical mappings, by which the
previously proposed critical embeddings (see Zhang et al. (2022) Definition 4.2 for details)
are special cases. Then, we prove Lemma 3, showing that uncovering critical mappings is
an important means for obtaining an upper bound estimate of the optimistic sample size.
This general result combined with the embedding principle of DNNs directly provides an
upper bound estimate of optimistic sample sizes for general DNNs in Theorem 3. We also
illustrate the upper bounds for a general depth-L DNN without bias terms in Table 1.

Definition 8 (critical mapping). Given differentiable model A fθA = f(·;θA) with θA ∈
RMA and differentiable model B gθB = g(·;θB) with θB ∈ RMB , P : RMA → RMB is a
critical mapping from model A to B if given any θ ∈ RMA, we have
(i) output preserving: fθ = gP(θ);
(ii) criticality preserving: for any data S = {(xi, yi)}ni=1 with mean-squared error (MSE)

11
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empirical risk function RS(h) = 1
2

∑n
i=1(h(xi)−yi)2, if ∇θRS(fθ) = 0, then ∇θRS(gP(θ)) =

0.

Lemma 3 (upper bound of optimistic sample size). Given two models fθA = f(·;θA) with
θA ∈ RMA and gθB = g(·;θB) with θB ∈ RMB , if there exists a critical mapping P from
model A to B, then the optimistic sample size Og(f

∗) 6 Of (f∗) 6MA for any f∗ ∈ FA.

Remark 4. If MB � MA, this upper bound estimate is highly informative, indicating
target recovery capability at heavy overparameterization for model B. Importantly, this
lemma establishes the relation between our rank stratification and previous studies about the
critical embedding for the DNN loss landscape analysis. As a result, the critical embedding
intrinsic to the DNN architecture not only benefits optimization as studied in previous works,
but also profoundly benefits the recovery/generalization performance.

Proof By Definition 6, for any f∗ ∈ Ff , there exists θ∗ ∈ RMA such that rankfθ(θ∗) =
rankfθ(f∗). Then, gP(θ∗) = fθ∗ = f∗. Because RS(θ) = 1

2

∑n
i=1(fθ(xi)− yi)2, we have

∇θRS(fθ∗) =
n∑
i=1

(yi − f∗(xi))∇θ∗fθ∗(xi)

and ∇P(θ)RS(gP(θ∗)) =
∑n

i=1(yi − f∗(xi))∇P(θ)gP(θ∗)(xi). Because P is criticality pre-
serving for arbitrary data S, we have ker(∇θfθ∗(X)) ⊆ ker(∇P(θ)gP(θ∗)(X)) for any X :=
[x1, · · · ,xn]. Here, ∇θfθ∗(X) = [∇θfθ∗(x1), · · · ,∇θfθ∗(xn)]. Because rankS(P(θ∗)) +
dim(ker(∇P(θ)gP(θ∗)(X))) = rankS(θ∗) + dim(ker(∇θfθ∗)) = n, we have rankS(P(θ∗)) 6
rankS(θ∗) for any data S (See Definition 5 for rankS(·)). Taking the infinite data limit, we
obtain rankg(P(θ∗)) 6 rankf (θ∗) 6 MA. Therefore, rankg(f

∗) 6 rankf (f∗) 6 MA for any
f∗ ∈ Ff . By Theorem 1, Og(f

∗) 6 Of (f∗) 6MA.

As a direct consequence of Lemma 3 and Theorem 2, we obtain the following theorem.

Theorem 3 (upper bound of optimistic sample size for DNNs). Given any NN with Mwide

parameters, for any function in the function space of a narrower NN with Mnarr parameters
and for any f∗ ∈ Fnarr, we have Ofθwide

(f∗) 6 Ofθnarr (f
∗) 6Mnarr.

Proof By Theorem 2, there exists a critical mapping P : RMnarr → RMwide from the nar-
rower NN to the given NN. Then, by Lemma 3, Ofθwide

(f∗) 6 Ofθnarr (f
∗) 6Mnarr.

It should be noted that while Theorem 3 is proven here for fully-connected DNNs, the
results are readily extendable to CNNs and ResNets by employing their respective critical
embeddings, such as the splitting embedding. Theorem 3 provides a significantly more
precise upper bound for optimistic sample sizes than the generic upper bound presented in
Corollary 2, as demonstrated for an L-layer DNN in Table 1.

In Table 1, it’s noteworthy that all function sets, except for F{mi}L−1
i=1

in the last row,

where Theorem 3’s bound significantly improves upon Corollary 2, have measure zero in
F{mi}L−1

i=1
. Nonetheless, estimating their optimistic sample sizes remains crucial as these

values indicate the likelihood of a large DNN overfitting simple target functions. The generic

12
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bound suggests that for a simple target function, the risk of overfitting increases with model
size. However, this fails to account for the widely observed good generalization performance
of DNNs under overparameterization (Zhang et al., 2017). In contrast, Theorem 3’s bound
indicates that one can employ very large DNNs to fit simple targets without significant
concern for overfitting, as the bound on the optimistic sample size remains independent of
the parameter size M . The qualitative difference between these suggestions demonstrates
the significance of Theorem 3 for understanding DNN generalization.

model: fθ(x) = W [L]σ(· · ·σ(W [1]x) · · · ), W [l] = Rml×ml−1 ,mL = 1, m0 = d

f∗
generic bound

(Cor. 2)
our bound (Thm. 3)

F{1,1,··· ,1} M d+ L− 1

...
...

...

F{m′i}L−1
i=1

, 1 ≤ m′i ≤ mi M dm′1 +m′1m
′
2 + · · ·+m′L−2m

′
L−1 +m′L−1

...
...

...

F{mi}L−1
i=1

M M

Table 1: Upper bound of optimistic sample size for a general L-layer fully-connected DNN
with width-{mi}L−1i=1 . For the simplicity of presentation, we consider the DNN
without bias terms. Its total number of parameters M = dm1 + m1m2 + · · · +
mL−2mL−1 +mL−1. F{mi}L−1

i=1
denotes the function space of the L-layer DNN with

width-{mi}L−1i=1 for hidden layers.

Corollary 5 (LLR-guarantee at overparameterization for DNNs). For a DNN model, all
functions expressible by any narrower DNNs have LLR-guarantee at overparameterization.

Proof We denote fθwide
as the DNN model and Mwide as its total parameter size. For any

narrower DNN fθnarr (see Definition 7), its parameter size Mnarr < Mwide. For any f∗ ∈
Fnarr, by Theorem 3, the optimistic sample size Ofθwide

(f∗) 6 Ofθnarr (f
∗) 6Mnarr < Mwide.

By the Definition 3 of the optimistic sample size and Definition 2 of the LLR-guarantee, f∗

has LLR-guarantee at overparameterization.

As far as we know, this is the first recovery guarantee at overparameterization for general
DNNs. Though LLR-guarantee is a relatively weak form of recovery guarantee, it sets a
solid ground for further improving the guarantee to stronger types of recovery, e.g., local or
even global recovery. In particular, we reasonably conjecture that having LLR-guarantee
at overparameterization is a necessary condition for having any stronger type of recovery
guarantee.

Corollary 6 (free expressiveness in width). The optimistic sample size of a target function
expressible by any DNN never increases as the DNN gets wider.

13
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Proof For any DNN fθnarr , any wider DNN fθwide
and a target function f∗ ∈ Fnarr, by

Theorem 3, the optimistic sample size Ofθwide
(f∗) 6 Ofθnarr (f

∗).

Corollary 6 ensures that the potential for recovery in the sense of LLR is not compro-
mised when employing wider neural networks. This provides theoretical justification for the
application of large DNNs in modeling even simple target functions.

5. Optimistic Sample Sizes for Two-Layer Tanh NNs

Theorem 3 prompts the investigation of two pertinent questions: (i) the tightness of the
established upper bound, and (ii) the methodology for determining the precise value of the
optimistic sample size. In the subsequent analysis, we specifically address these issues for
two-layer NNs with tanh activation functions. We provide exact estimates of the optimistic
sample sizes that reach the upper limits as delineated by Theorem 3, with the results
detailed in Table 2. Furthermore, we extend our estimation to the optimistic sample sizes
for two-layer tanh-CNNs, both with and without the implementation of weight-sharing. A
comparative analysis of the optimistic sample sizes for fully-connected NNs versus CNNs
reveals that superfluous connections among neurons lead to an increase in the optimistic
sample size, which in turn adversely affects the fitting performance in terms of LLR.

model: fθ(x) =
∑m

i=1 ai tanh(wT
i x),x ∈ Rd,θ = (ai,wi)

m
i=1

f∗ generic bound (Cor. 2) upper bound (Thm. 3) Ofθ(f∗) (Thm. 4)

{0(·)} 0 0 0

FNN
1 \{0(·)} m(d+ 1) d+ 1 d+ 1

...
...

...
...

FNN
k \FNN

k−1 m(d+ 1) k(d+ 1) k(d+ 1)

...
...

...
...

FNN
m \FNN

m−1 m(d+ 1) m(d+ 1) m(d+ 1)

Table 2: Results of the optimistic sample sizes for two-layer width-m tanh-NN. Here FNN
k :=

{
∑k

i=1 a
∗
iσ(w∗Ti x)|ai ∈ R,wi ∈ Rd} denotes the function space of the width-k

tanh-NN.
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5.1 Theoretical Preparation

The exact estimation of model rank hinges on unraveling the linear dependencies among
tangent functions. The subsequent results concerning linear independence form the bedrock
for estimating the model rank in two-layer neural networks.

Proposition 3 (linear independence of neurons). Let σ : R → R be any analytic function
such that σ(nj)(0) 6= 0 for an infinite sequence of distinct indices {nj}∞j=1. Given d ∈ N and

m distinct weights w1, ...,wm ∈ Rd\{0}, such that wk 6= ±wj for all 1 6 k < j 6 m. Then
{σ(wT

i x), σ′(wT
i x)x1, ..., σ

′(wT
i x)xd}mi=1 is a linearly independent function set.

Proof For x sufficiently close to 0 ∈ R, we can write σ(x) =
∑∞

j=0 cjx
j , where cj =

σ(j)(0)/(j!). Then, σ′(x) =
∑∞

j=1 jcjx
j−1 . Suppose that the set is not linearly independent.

Choose not-all-zero constants {αi}mi=1 and {βi1, ..., βid}mi=1 such that

x 7→
m∑
i=1

(
αiσ(wT

i x) +

d∑
t=1

βitσ
′(wT

i x)xt

)

is a zero map on Rd, where xt denotes the t-th component of input. For k, j, i ∈ [d], define
the sets

Ak,j := {x ∈ Rd| 〈x,wk ±wj〉 = 0}
Bi := {x ∈ Rd| 〈x,wi〉 = 0}.

Clearly, each Ak,j is the union of two linear subspaces of dimension (d− 1), while each Bi
is a possibly empty affine subspace of dimension (d− 1). Thus,

E := (∪16k,j6mAk,j) ∪
(
∪di=1Bi

)
has Ld Lebesgue measure zero. Let e ∈ Rd\E. Denote pi := 〈wi, e〉 for each i ∈ [m]. Since
pi 6= pj and pi + pj 6= 0 whenever i 6= j, we can, without loss of generality, assume that
|p1| > |p2| > ... > |pm| > 0. For any sufficiently small ε and any i, t we have

σ(wT
i (εe)) =

∞∑
j=0

(cjp
j
i )ε

j ,

σ′(wT
i (εe))(εe)t = et

∞∑
j=1

(jcjp
j−1
i )εj .

Thus, for sufficiently small ε,

m∑
i=1

(αiσ(wT
i (εe)) +

d∑
t=1

βitσ
′(wT

i (εe))(εe)t) =

m∑
i=1

αic0 +

∞∑
j=1

cj

m∑
i=1

(αi +
1

pi

d∑
t=1

jβitet)p
j
iε
j

= 0.
(7)
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We have cj
∑m

i=1

(
αi + 1

pi

∑d
t=1 jβitet

)
pji = 0 for all j ∈ N. In particular, for any j ≥ 2,

since nj ≥ 1 and cnj 6= 0, we have
∑m

i=1

(
αi + 1

pi

∑d
t=1 njβitet

)
p
nj

i = 0, which yields

α1 +
1

p1

d∑
t=1

njβ1tet = −
m∑
i=2

(
αi +

1

pi

d∑
t=1

njβitet

)
p
nj

i

p
nj

1

.

If m = 1, by taking limits j →∞, we have α1 =
∑d

t=1 β1tet = 0.
Otherwise, since |p1| > |pi| for any 2 6 i 6 m, it follows that, by taking limits j →∞,

lim
j→∞

(
α1 +

1

p1

d∑
t=1

njβ1tet

)
= lim

j→∞
−

m∑
i=2

(
αi +

1

pi

d∑
t=1

njβitet

)
p
nj

i

p
nj

1

= 0.

Thus, we also have α1 =
∑d

t=1 β1tet = 0. For m > 2, we may rewrite Equation (7) as

α2 +
1

p2

d∑
t=1

njβ2tet = −
m∑
i=3

(
αi +

1

pi

d∑
t=1

njβitet

)
p
nj

i

p
nj

2

for each j ≥ 2, and take limits as we do above to deduce that α2 + 1
p2

∑d
t=1 njβ2tet = 0. By

repeating this procedure for at most m times, we conclude that αi + 1
pi

∑d
t=1 njβitet = 0

for all i ∈ [m]. Then, αi =
∑d

t=1 βitet = 0 for any i ∈ [m]. For each i,
∑d

t=1 βite
′
t is a linear

function of e′ on the open set Rd\E which vanishes on a neighborhood of e, we must have
αi = βit = 0 for any i ∈ [m], t ∈ [d]. Therefore, {σ(wT

i x), σ′(wT
i x)x1, ..., σ

′(wT
i x)xd}mi=1

must be a linearly independent set.

Corollary 7 (model rank estimate for two-layer tanh-NNs). Let σ = tanh. Given d ∈ N,
weights w1, ...,wm ∈ Rd, a1, ..., am ∈ R, we have

dim(span{σ(wT
i x), aiσ

′(wT
i x)x1, ..., aiσ

′(wT
i x)xd}mi=1) = mw +mad,

where mw = 1
2 |{wi,−wi|wi 6= 0, i ∈ [m]}| indicating the number of independent neurons,

ma = 1
2 |{wi,−wi|wi 6= 0, ai 6= 0, i ∈ [m]}| + |{wi|wi = 0, ai 6= 0, i ∈ [m]}| indicating the

number of independent effective neurons. Here, | · | is the cardinality of a set, i.e., number
of different elements in a set.

Proof Note that σ = tanh is analytic and σ(2n+1)(0) 6= 0 for all n. Because tanh is an
odd function, we have tanh(x) = − tanh(−x) and tanh(0) = 0. Therefore, given wi,wj 6= 0
with wi = ±wj , span{σ(wT

i x)} = span{σ(wT
j x)} and span{σ′(wT

i x)x1, ..., σ
′(wT

i x)xd} =

span{σ′(wT
j x)x1, ..., σ

′(wT
j x)xd}. Since there are mw different non-zero weights, by Propo-

sition 3 we have
dim

(
span{σ(wT

i x)}mi=1

)
= mw.

Furthermore, note that

span{aiσ′(wT
i x)x1, ..., aiσ

′(wT
i x)xd}mi=1 = span{σ′(wT

i x)x1, ..., σ
′(wT

i x)xd : ai 6= 0, i ∈ [m]}.
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Thus, by Proposition 3,

dim
(
span{σ′(wT

i x)x1, ..., σ
′(wT

i x)xd : wi 6= 0, ai 6= 0, i ∈ [m]}
)

=
1

2
|{wi,−wi|wi 6= 0, ai 6= 0, i ∈ [m]}| · d.

Now suppose that wj = 0 ∈ Rd for some j ∈ [m]. Since σ′(wTx) = σ′(0) 6= 0 for all x ∈ Rd,

span{σ′(wT
j x)x1, ..., σ

′(wT
j x)xd} = span{x1, ..., xd}

which consists only of linear functions. By the nonlinearity of tanh, we conclude that

dim
(
span{σ′(wT

i x)x1, ..., σ
′(wT

i x)xd}
)

= mad

and thus dim
(
span{σ(wT

i x), σ′(wT
i x)x1, ..., σ

′(wT
i x)xd}

)
= mw +mad as desired.

Next we consider the estimate of the model rank for CNNs which are widely used in
practice. Here we consider the case where the input has two-dimensional indices, which is
the most general case for the image input. The following two propositions can be directly
generalized to the model rank estimate of CNNs with an input of one index dimension.

Definition 9 (ineffective neurons/kernels). For two-layer tanh NNs, we say a neuron/kernel
is output-ineffective if its output weight array is zero but input weight array is nonzero. We
say a neuron/kernel is input-ineffective if its input weight array is zero but output weight
array is nonzero. We say a neuron/kernel is null if both input and out weight arrays are
zero. All these neurons/kernels are ineffective. Neurons/kernels that are not ineffective are
effective.

Remark 5. Estimating the model rank at parameter points with input-ineffective neurons
is complicated for CNNs. Luckily, we notice that model rank of a target function f∗ ∈ F
can be obtained by considering only θ′ ∈ Mf∗ with no input-ineffective neurons. This is
because any θ′ ∈Mf∗ with input-ineffective neurons associates to a θ′′ ∈Mf∗ such that (i)
input-ineffective neurons at θ′ are replaced by null neurons (ii) rankfθ(θ′′) 6 rankfθ(θ′).
Therefore, we only estimate the model rank for CNNs at the parameter points with no
input-ineffective neurons in the following propositions.

Proposition 4 (model rank estimate for CNNs (with weight sharing)). Given m ∈ N,
d ∈ N and s ∈ [d]. For any l ∈ [m], let Kl be a (s× s) matrix. Consider CNNs with stride
= 1. For a tanh-CNN fθ with weight sharing,

fθ(I) =

m∑
l=1

d+1−s∑
i,j=1

alij tanh

∑
α,β

Ii+s−α,j+s−βKl;α,β

 , I ∈ Rd×d,

its model rank at θ = (alij ,Kl)l,i,j with no input-ineffective neurons is given by

rankfθ(θ) = mas
2 +mK(d+ 1− s)2,
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where mK = 1
2 |{Kl,−Kl|l ∈ [m],Kl 6= 0}| indicating the number of independent ker-

nels, ma = 1
2

∑
K∈K dim(span{al,:,:}l∈h(K)) indicating the number of independent effective

neurons. Here K = {Kl,−Kl|l ∈ [m],Kl 6= 0}, h is a function over K s.t. for each
K ∈ K, h(K) = {l|l ∈ [m],Kl = ±K}. | · | is the cardinality of a set, i.e., number of
different elements in a set, and al,:,: denotes the (d + 1 − s) × (d + 1 − s) matrix whose
entries are alij’s.

Proof Let σ = tanh. We first consider the case in which there is no ineffective neuron (i.e.,
alij 6= 0 for all l, i, j) and Kl ±Kl′ 6= 0 for any distinct l, l′ ∈ [m]. In this case the model
rank is the dimension of the following function space (with respect to variable I ∈ Rd×d)

span

{
∂fθ
∂alij

,
∂fθ

∂Kl;α,β

}

= span

σ
∑
α′,β′

Ii+s−α′,j+s−β′Kl;α′,β′

 ,

d+1−s∑
i′,j′=1

ali′j′σ
′

∑
α′,β′

Ii′+s−α′,j′+s−β′Kl;α′,β′

 Ii′+s−α,j′+s−β


l,i,j,α,β

,

where l ∈ [m] and α, β ∈ [s]. Next, we prove by contradiction that the set of functions
d+1−s∑
i,j=1

alijσ
′

∑
α′,β′

Ii+s−α′,j+s−β′Kl;α′,β′

 Ii+s−α,j+s−β


l∈[m],α,β∈[s]

are linearly independent. If they are not linearly independent, there exist not all zero
constants ζl11, ..., ζlss for l ∈ [m], such that

m∑
l=1

s∑
α,β=1

ζlαβ

d+1−s∑
i,j=1

alijσ
′

∑
α′,β′

Ii+s−α′,j+s−β′Kl;α′,β′

 Ii+s−α,j+s−β = 0,

which implies that the set of functionsalijσ′
∑
α′,β′

Ii+s−α′,j+s−β′Kl;α′,β′

 Ii+s−α,j+s−β


l,i,j,α,β

are linearly dependent, contradicting Proposition 3.
In presence of null neurons and output-ineffective neurons, if alij = 0 for certain l ∈ [m]

and all i, j ∈ {1, ..., d+ 1− s},

d+1−s∑
i,j=1

alijσ
′

∑
α′,β′

Ii+s−α′,j+s−β′Kl;α′,β′

 Ii+s−α,j+s−β = 0
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for all α, β ∈ [s]. If Kl = 0 for certain l ∈ [m], then by Definition 9 alij = 0 must hold for
all i, j. Thus, we have

σ

∑
α′,β′

Ii+s−α′,j+s−β′Kl;α′,β′

 Ii+s−α,j+s−β = 0,

d+1−s∑
i,j=1

alijσ
′

∑
α′,β′

Ii+s−α′,j+s−β′Kl;α′,β′

 Ii+s−α,j+s−β = 0.

Moreover, notice that two kernels with Kl = ±Kl′ can be reduced to one while main-
taining model rank if and only if the corresponding output weights al,:,: and al′,:,: are
linearly dependent. Then, similar to Proposition 3, we conclude that the model rank is
mas

2 +mK(d+ 1− s)2.

Proposition 5 (model rank estimate for CNN-NS). Given m ∈ N, d ∈ N and s ∈ [d]. For
any l ∈ [m] and i, j ∈ [d+ 1− s], let Klij be a (s× s) matrices. Consider CNNs with stride
= 1. For a tanh CNN-NS fθ,

fθ(I) =

m∑
l=1

d+1−s∑
i,j=1

alij tanh

∑
α,β

Ii+s−α,j+s−βKlij;α,β

 , I ∈ Rd×d,

its model rank at θ = (alij ,Klij)l,i,j with no input-ineffective neuron is given by

rankfθ(θ) = mas
2 +mK ,

where mK = 1
2 |{p(Klij),−p(Klij)|l ∈ [m], i, j ∈ [d+1−s],Klij 6= 0}| indicating the number

of independent kernels, ma = 1
2 |{p(Klij),−p(Klij)|l ∈ [m], i, j ∈ [d + 1 − s], alij 6= 0}|

indicating the number of independent effective neurons. Here p is the padding function over
kernels, i.e., for each (s × s) kernel Klij, p(Klij) ∈ Rd×d s.t. p(Klij)[i : i + s − 1, j :
j + s− 1] = Klij and the other elements of p(Klij) are zero. | · | is the cardinality of a set,
i.e., number of different elements in a set.

Proof Let σ = tanh. The model rank is the dimension of the following function space

span

{
∂fθ
∂alij

,
∂fθ

∂Klij;α,β

}
l,i,j,α,β

= span

σ
∑
α′,β′

Ii+s−α′,j+s−β′Klij;α′,β′

 ,

alijσ
′

∑
α′,β′

Ii+s−α′,j+s−β′Klij;α′,β′

 Ii+s−α,j+s−β


l,i,j,α,β

,
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where l ∈ [m], 1 6 i, j 6 d+ 1− s, and α, β ∈ [s]. Also note that if alij = 0 for some l ∈ [m]
and i, j ∈ {1, ..., d+ 1− s}, then

alijσ
′

∑
α′,β′

Ii+s−α′,j+s−β′Klij;α′,β′

 Ii+s−α,j+s−β = 0

for all α, β ∈ [s]. If Klij = 0 for some l ∈ [m] and i, j ∈ {1, ..., d+ 1− s}, because there is
no input-ineffective neurons, we must have alij = 0. Then

σ

∑
α′,β′

Ii+s−α′,j+s−β′Klij;α′,β′

 Ii+s−α,j+s−β = 0,

alijσ
′

∑
α′,β′

Ii+s−α′,j+s−β′Klij;α′,β′

 Ii+s−α,j+s−β = 0.

It follows from Proposition 3 that this space has dimension mas
2 +mK .

5.2 Optimistic Sample Size Estimates

Theorem 4 (optimistic sample sizes for two-layer tanh-NN). Given a two-layer NN fθ(x) =∑m
i=1 ai tanh(wT

i x),x ∈ Rd,θ = (ai,wi)
m
i=1, for any target function f∗ ∈ FNN

k \FNN
k−1 with

0 6 k 6 m, the optimistic sample size

Ofθ(f∗) = k(d+ 1).

Here FNN
k := {

∑k
i=1 a

∗
iσ(w∗Ti x)|ai ∈ R,wi ∈ Rd} for k ∈ N+, FNN

0 := {0(·)} and FNN
−1 := ∅.

Proof Given any target function f∗ ∈ FNN
k \FNN

k−1, for k = 0, f∗ = 0(·) and Ofθ(f∗) =
rankfθ(f∗) = 0 = k(d+ 1). For 0 < k 6 m, we have

FNN
k \FNN

k−1 = {
k∑
i=1

ai tanh(wT
i x), ai 6= 0,wi 6= 0,wi 6= ±wj}.

Therefore, there exists θ∗ = (a∗i ,w
∗
i )
k
i=1 with a∗i 6= 0, w∗i 6= 0, and w∗i 6= ±w∗j for i 6= j,

such that f∗ = fθ∗ :=
∑k

i=1 a
∗
i tanh(w∗Ti x). By the upper bound estimate Theorem 3,

Ofθ(f∗) 6 k(d+ 1).
By definition, the model rank of f∗ is the minimal model rank among all parameters

recovering f∗ in the target set Mf∗ . For any θ′ = (a′i,w
′
i)
m
i=1 ∈ Mf∗ , by Corollary 7,

rankfθ(θ′) = m′w+m′ad, where m′w = 1
2 |{w

′
i,−w′i|w′i 6= 0, i ∈ [m]}|, ma = 1

2 |{w
′
i,−w′i|w′i 6=

0, a′i 6= 0, i ∈ [m]}|+ |{w′i|w′i = 0, a′i 6= 0, i ∈ [m]}|. Because

m∑
i=1

a′i tanh(w′i
T
x) =

k∑
i=1

a∗i tanh(w∗Ti x) = f∗(x),
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by the linear independence of neurons Proposition 3, m′w > k and m′a > k. Then
rankfθ(θ′) > k(d+ 1), which yields Ofθ(f∗) = rankfθ(f∗) > k(d+ 1). Therefore Ofθ(f∗) =
k(d+ 1).

Theorem 5 (optimistic sample sizes for two-layer tanh-CNN). Given a m-kernel two-layer
CNN with weight sharing with 2-d input I ∈ Rd×d, s× s kernel and stride 1

fθ(I) =

m∑
l=1

d+1−s∑
i,j=1

alij tanh

∑
α,β

Ii+s−α,j+s−βKl;α,β

 , I ∈ Rd×d,

for any target function f∗ ∈ FCNN
k \FCNN

k−1 with 0 6 k 6 m, the optimistic sample size

Ofθ(f∗) = k(s2 + (d+ 1− s)2).

Here FCNN
k indicates the function space of k-kernel CNN for k ∈ N+, FCNN

0 := {0(·)} and
FCNN
−1 := ∅.

Proof Let σ = tanh. The above theorem obviously holds for k = 0. For any target function
f∗ ∈ FCNN

k \FCNN
k−1 with 0 < k 6 m, there exists θ∗ = (a∗lij ,K

∗
l )l∈[k],i,j∈[d+1−s] satisfying (i)

K∗l 6= ±K∗l′ for any l 6= l′ and (ii) ∀l ∈ [k], ∃a∗lij 6= 0, such that

f∗(I) = fθ∗(I) =

k∑
l=1

d+1−s∑
i,j=1

a∗lijσ

∑
α,β

Ii+s−α,j+s−βK
∗
l;α,β

 .

By the upper bound estimate Theorem 3, Ofθ(f∗) 6 k(s2 + (d+ 1− s)2) ∗.
Next we prove that k(s2 + (d + 1 − s)2) is also a lower bound of rankfθ(θ′) for θ′ ∈

Mf∗ . Note that, we only need to consider the parameter points with no input-ineffective
neuron. For any θ′ = (a′lij ,K

′
l)l∈[m],i,j∈[d+1−s] ∈ Mf∗ with no input-ineffective neuron, by

Proposition 5,
rankfθ(θ′) = m′as

2 +m′K(d+ 1− s)2,

where m′K = 1
2 |K|, m

′
a = 1

2

∑
K∈K dim(span{al,:,:}l∈h(K)) with K = {K ′l ,−K ′l |l ∈ [m],K ′l 6=

0}. Here h is a function over K such that for each K ∈ K, h(K) = {l|l ∈ [m],K ′l = ±K}.
Because

k∑
l=1

d+1−s∑
i,j=1

a∗lijσ

∑
α,β

Ii+s−α,j+s−βK
∗
l;α,β

 =

m∑
l=1

d+1−s∑
i,j=1

a′lijσ

∑
α,β

Ii+s−α,j+s−βK
′
l;α,β

 ,

by the linear independence of neurons Proposition 3, mK > k and ma > k. Therefore
rankfθ(θ′) > k(s2 + (d + 1 − s)2) for θ′ ∈ Mf∗ , which yields Ofθ(f∗) = rankfθ(f∗) >

∗. Although Theorem 3 surely holds for CNNs, we do not prove it in our work because it requires proving the
Embedding Principle for CNNs out of the focus of the current work. For the rigor of our proof, Theorem
3 can be walk around as follows. Considering θ′ = (a′lij ,K

′
l)l∈[m],i,j∈[d+1−s] with a′lij = a∗lij ,K

′
l = K∗l

for l ∈ [k] and a′lij = 0,K′l = 0 for l > k, then Ofθ (f∗) = rankfθ (f∗) 6 rankfθ (θ′) = k(s2 +(d+1−s)2).
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k(s2 + (d+ 1− s)2). Then we obtain Ofθ(f∗) = k(s2 + (d+ 1− s)2).

To compare CNNs with and without weight sharing, we can estimate the optimistic
sample sizes of functions in FCNN

k \FCNN
k−1 for both models using m > k kernels. However,

we observe that the optimistic sample size varies within this function set for CNN-NS,
complicating our comparison. To address this issue, we consider a smaller function set
G∗k ⊂ FCNN

k \FCNN
k−1 defined as follows:

Definition 10 (all-effective k-kernel CNN functions). Let FCNN
0 = {0}. For k ∈ Z+, the all-

effective k-kernel CNN function set G∗k is defined as the set of all functions in FCNN
k \FCNN

k−1
that can be represented by a k-kernel CNN where each output weight value is nonzero (i.e.,
alij 6= 0 for all l, i, j).

Theorem 6 (optimistic sample sizes of CNN functions in two-layer CNN-NS (no-sharing
CNN, CNN-NS)). We consider a m-kernel two-layer no-sharing CNN (CNN-NS) with 2-d
input I ∈ Rd×d, s× s kernel and stride 1

fθ(I) =
m∑
l=1

d+1−s∑
i,j=1

alij tanh

∑
α,β

Ii+s−α,j+s−βKlij;α,β

 , I ∈ Rd×d.

For any target function f∗ ∈ G∗k with 0 6 k 6 m, then the optimistic sample size

Ofθ(f∗) = k(s2 + 1)(d+ 1− s)2.

Proof Let σ = tanh. The above theorem obviously holds for k = 0. For any target function
f∗ ∈ G∗k with 0 < k 6 m, there is a point θ∗ of CNN (with sharing) such that

f∗(I) = fθ∗(I) =
k∑
l=1

d+1−s∑
i,j=1

a∗lijσ

∑
α,β

Ii+s−α,j+s−βH
∗
l;α,β

 ,

where H∗l 6= ±H∗l′ for any l 6= l′ and a∗lij 6= 0 for any l, i, j. Then the target can also be
represented by the following CNN-NS

f∗(I) = fθ∗NS
(I) =

k∑
l=1

d+1−s∑
i,j=1

a∗lijσ

∑
α,β

Ii+s−α,j+s−βK
∗
lij;α,β

 ,

where K∗lij = H∗l for all l, i, j, θ∗NS = (a∗lij ,K
∗
lij)l∈[k],i,j∈[d+1−s]. By Proposition 4, the model

rank at θ∗NS for the k-kernel CNN-NS becomes

rankCNNNS
k

(θ∗NS) = m∗as
2 +m∗K ,

where

m∗K =
1

2
|{p(K∗lij),−p(K∗lij)|K∗lij 6= 0, l ∈ [k], i, j ∈ [d+ 1− s]}| = k(d+ 1− s)2,

m∗a =
1

2
|{p(K∗lij),−p(K∗lij)|l ∈ [k], i, j ∈ [d+ 1− s], alij 6= 0}| = k(d+ 1− s)2,

22



Local Linear Recovery Guarantee of Deep Neural Networks at Overparameterization

and p is the padding function over kernels, i.e., for each (s× s) kernel Klij , p(Klij) ∈ Rd×d
s.t. p(Klij)[i : i + s − 1, j : j + s − 1] = Klij and the other elements of p(Klij) are zero.
Similar to the proof of Theorem 5, by the upper bound estimate Theorem 3,

OCNNNS
m

(f∗) 6 OCNNNS
k

(f∗) 6 rankCNNNS
k

(θ∗NS) = k(s2 + 1)(d+ 1− s)2.

Also similar to the proof of Theorem 5, for any θ′NS = (a′lij ,K
′
lij)l∈[m],i,j∈[d+1−s] ∈Mf∗

with no input-ineffective neuron, by the linear independence of neurons Proposition 3, we
have

m′K =
1

2
|{p(K ′lij),−p(K ′lij)|l ∈ [m], i, j ∈ [d+ 1− s],K ′lij 6= 0}| > k(d+ 1− s)2,

m′a =
1

2
|{p(K ′lij),−p(K ′lij)|l ∈ [m], i, j ∈ [d+ 1− s], a′lij 6= 0}| > k(d+ 1− s)2.

Therefore rankCNNNS
m

(θ′) > k(s2 + 1)(d+ 1− s)2 for θ′ ∈Mf∗ , which yields OCNNNS
m

(f∗) =

rankCNNNS
m

(f∗) > k(s2+1)(d+1−s)2. Then we obtain OCNNNS
m

(f∗) = k(s2+1)(d+1−s)2.

Costly expressiveness in connection for two-layer NNs. Drawing from the afore-
mentioned findings, we present a comparative analysis of optimistic sample sizes across
various architectures, including CNNs with and without weight sharing, as well as fully-
connected NNs, as depicted in Figure 2. It is important to note that, to ensure an equitable
comparison, the total number of hidden neurons is held constant m(d + 1− s)2 across the
different architectures. As demonstrated in Table 3, for a typical image data with dimen-
sion d = 28, if the target function is recoverable by a CNN with at least k 6 m kernels,
then the model rank for different NN architectures exhibits significant variation, ranging
from 685k for a CNN with weight sharing, to 6760k for a CNN-NS, and up to 530660k for
a fully-connected NN. This stark contrast underscores the vast disparities in their target
recovery performance especially when the training data is limited.

Fully-connected Local connectivity：
without weight sharing

Weight sharing

Figure 2: Illustration of architectures from fully-connected NN to CNN for comparison.
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f∗ CNN CNN (no sharing) Fully-connected NN

{0} 0 0 0

G∗1 s2 + (d+ 1− s)2 (s2 + 1)(d+ 1− s)2 (d2 + 1)(d+ 1− s)2
...

...
...

...

G∗k k(s2 + (d+ 1− s)2) k(s2 + 1)(d+ 1− s)2 k(d2 + 1)(d+ 1− s)2
...

...
...

...

G∗m m(s2 + (d+ 1− s)2) m(s2 + 1)(d+ 1− s)2 m(d2 + 1)(d+ 1− s)2

Table 3: The optimistic sample size for two-layer tanh-CNN with m-kernels of size s×s and
stride 1. The input x ∈ Rd×d. For functions in each all-effective CNN function set
(see Definition 10), we present their model rank in the corresponding CNN with
and without weight sharing and the corresponding fully-connected NN.

6. Experimental Results

6.1 Optimistic Sample Size Informs Practical Performance

In Figure 3, we conduct experiments to assess the practical significance of the previously
estimated optimistic sample sizes in relation to the actual fitting performance of two-layer
tanh neural networks (NNs) with varying architectures. Our experiments are centered
around the target function defined as:

f∗(x) = W ∗[2] tanh(W ∗[1]x), (8)

where W ∗[2] = [1, 1, 1] and

W ∗[1] =

 0.6 0.8 1 0 0
0 0.6 0.8 1 0
0 0 0.6 0.8 1

 .
We generate both training and test data sets by sampling input data from a standard
normal distribution and computing the output using the target function. We employ two-
layer tanh-NNs, each with a bias term for the hidden neurons, in a variety of architectures
and with different kernels/widths, to fit training data sets of sizes ranging from 1 to 63.

It is noteworthy that for a single-kernel CNN, with or without weight sharing, or a fully-
connected NN with width 3 (denoted as 1x in Figure 3(b-d)), the model rank coincides with
the number of model parameters. Under these conditions, as depicted in Figure 3(a), the
CNN demonstrates a notably earlier transition to almost-0 test error compared to other
architectures. However, this finding is somewhat expected since recoveries occur within the
traditional over-determined/underparameterized regime.

In Figure 3(b-d), we scale up the kernels/widths of the NNs by a factor of N , indicated
by Nx for each architecture. For N = 100, the parameter counts for the models are 700,
1500, and 2100, respectively. According to Table 3, the model rank for the target remains at
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7, 15, and 21 (marked by yellow dashed lines), irrespective of the value of N . In Figure 3(b-
d), we observe a postponement in the transition to accurate target recovery for N > 1,
meaning that the test error decreases to nearly zero at a sample size larger than the model
rank. Notably, the transition to almost-0 test error is much closer to the model rank than
to the parameter count, particularly for large N values.

DNN

CNN without 
 sharing

10 20 30 40 50 60
sample size

CNN with 
 sharing

10 6

10 3

100

(a) different network types

1x

3x

10x

34x

10 20 30 40 50 60
sample size

100x
10 6

10 3

100

(b) DNN

1x

3x

10x

34x

10 20 30 40 50 60
sample size

100x
10 6

10 3

100

(c) CNN-NS

1x

3x

10x

34x

10 20 30 40 50 60
sample size

100x
10 6

10 3

100

(d) CNN

Figure 3: Average test error (color) for NNs of different architectures (ordinate) and sample
sizes (abscissa) in fitting the target function Equation (8). The yellow dashed line
for each row indicates the model rank of the target in the corresponding NN. (a)
Two-layer 1-kernel tanh-CNN vs. two-layer 1-kernel no-sharing tanh-CNN vs.
two-layer width-3 fully-connected tanh-NN. Note that these NNs are referred to
as 1x for each architecture in (b-d). (b) Two-layer N -kernel tanh-CNN, (c) two-
layer N -kernel no-sharing tanh-CNN, and (d) two-layer width-3N fully-connected
tanh-NN labeled by Nx for N = 1, 3, 10, 34, 100. For all experiments, network
parameters are initialized by a normal distribution with mean 0 and variance
10−20, and trained by full-batch gradient descent with a fine-tuned learning rate.
For the training data set and the test data set, we construct the input data
through the standard normal distribution and obtain the output values from the
target function. The size of the training data set varies whereas the size of the
test data set is fixed to 1000. The learning rate for the experiments in each setup
is fine-tuned from 0.05 to 0.5 for a better generalization performance.
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6.2 Enabling Earlier Recovery via Stronger Condensation

In practice, achieving recovery as close as possible to the optimistic sample size remains
an important challenge. Fortunately, Remark 2, which details the relation between model
rank and condensation, provides valuable insight. It suggests that facilitating condensation,
which more strongly prioritizes lower model rank solutions, could benefit the recovery of
the target. Based on this insight, dropout—which strongly facilitates condensation (Zhang
and Xu, 2024)—should be an effective means to achieve an earlier recovery.

We verify this experimentally in Figure 4, where we compare the fitting performances
of neural networks (NNs) trained with and without dropout. The target function in our
experiments comprises three tanh functions, defined as:

f∗(x) = tanh(x− 7) + tanh(x) + tanh(x+ 7). (9)

Both training and test data sets were generated by sampling input data from an equally
spaced distribution in the interval [−15, 14] and computing the corresponding outputs us-
ing the target function. We employ two-layer tanh-NNs with a width of 300 fθ(x) =∑300

i=1 ai tanh(wix+ bi) with and without dropout, to fit training data sets of sizes ranging
from 1 to 50. In the dropout scenario, neurons were randomly deactivated with a probability
of 10% during training.

Figure 4(a) shows that dropout leads to earlier recovery of the target function. To
further investigate the parameter state learned by the network at the optimistic sample
size (9 for the 3-neuron target), we quantified the degree of neuronal condensation using
cosine similarity. The orientation similarity between two neurons was calculated as the
inner product of their normalized input weights

sij =
wiwj + bibj√

(w2
i + b2i )(w

2
j + b2j )

.

Note that we only visualize the absolute value |sij | since both sij = 1 and sij = −1 indicate
exact alignment for tanh activation. As illustrated in Figure 4(b-c), at the optimistic sample
size of the target (indicated by the yellow dashed line in Figure 4(a)), the solution obtained
with dropout exhibits stronger condensation compared to the one obtained without dropout.

These results further demonstrate that our estimation of the optimistic sample size of
the target—based on the parameter point with the lowest model rank, which is also the
most condensed one in the target set—well informs the practical performance of deep neural
networks under strong condensation.

7. Conclusion

In this study, we have established a local linear recovery (LLR) guarantee for deep neural
networks (DNNs), demonstrating that all functions expressible by narrower DNNs possess
an LLR-guarantee at overparameterization. Figure 5 presents a schematic overview of our
theoretical results and their interconnections. Our work lays a solid groundwork for advanc-
ing the recovery theory of DNNs. Suggested by our results for two-layer NNs (Section 5), the
linear independence of neurons as in Proposition 3 plays a key role in the exact calculation
of model rank. For future research, three significant challenges remain open: (i) exploring

26



Local Linear Recovery Guarantee of Deep Neural Networks at Overparameterization

1 10 20 30 40 50
sample size

no dropout

dropout

10 3

10 2

10 1

100

(a) performance comparison (b) no dropout (c) dropout

Figure 4: (a) Heatmap depicting average test error (color scale) for width-300 neural net-
works with and without dropout (y-axis) across varying sample sizes (x-axis)
when fitting the target function defined in Equation (9). Yellow dashed lines in-
dicate the model rank of the target for each network configuration. (b-c) Cosine
similarity between input weights of neurons for two-layer tanh neural networks
trained without (b) and with (c) dropout. For all experiments, network param-
eters are initialized by Pytorch default initialization, and trained by full-batch
Adam optimizer with a fine-tuned learning rate. For the training data set and
the test data set, we construct the input data through a equally spaced sampling
in [−15, 14] and obtain the output values from the target function. The size of the
training data set varies whereas the size of the test data set is fixed to 1000. The
learning rate for the experiments in each setup is fine-tuned from 10−3 to 10−4 for
a better generalization performance. Note that, for the dropout experiments, it
is very difficult to achieve less than 10−3 test error even with a very large sample
size because of the difficulty in achieving low training error ∼ 10−4.

training methods for an earlier recovery; (ii) investigating whether DNNs can offer stronger
forms of recovery guarantees at overparameterization. (iii) exploring neuron independence
in deeper networks to exactly estimate their model ranks.

In a more recent work (Zhang et al., 2023a), we make a step further to investigate
a stronger form of recovery guarantee, known as the local recovery guarantee, for two-
layer neural networks (NNs). This approach employs only the simplification of localization,
eschewing linearization. The study of local recovery guarantees demanded a more sophisti-
cated analysis of the geometry and dynamics in the vicinity of global minima. As research in
this area progresses, we anticipate a significant deepening of our theoretical understanding
of target recovery in DNNs in overparameterized regimes.
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Figure 5: Schematic overview of our theoretical results and interconnections.
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