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Abstract

We investigate online convex optimization in non-stationary environments and choose dy-
namic regret as the performance measure, defined as the difference between cumulative loss
incurred by the online algorithm and that of any feasible comparator sequence. Let T be
the time horizon and Pr be the path length that essentially reflects the non-stationarity of
environments, the state-of-the-art dynamic regret is O(/T'(1 + Pr)). Although this bound
is proved to be minimax optimal for convex functions, in this paper, we demonstrate that
it is possible to further enhance the guarantee for some easy problem instances, particu-
larly when online functions are smooth. Specifically, we introduce novel online algorithms
that can exploit smoothness and replace the dependence on T in dynamic regret with
problem-dependent quantities: the variation in gradients of loss functions, the cumulative
loss of the comparator sequence, and the minimum of these two terms. These quantities
are at most O(T') while could be much smaller in benign environments. Therefore, our
results are adaptive to the intrinsic difficulty of the problem, since the bounds are tighter
than existing results for easy problems and meanwhile safeguard the same rate in the worst
case. Notably, our proposed algorithms can achieve favorable dynamic regret with only
one gradient per iteration, sharing the same gradient query complexity as the static regret
minimization methods. To accomplish this, we introduce the collaborative online ensemble
framework. The proposed framework employs a two-layer online ensemble to handle non-
stationarity, and uses optimistic online learning and further introduces crucial correction
terms to enable effective collaboration within the meta-base two layers, thereby attaining
adaptivity. We believe the framework can be useful for broader problems.

Keywords: Online Learning, Online Convex Optimization, Dynamic Regret, Problem-
dependent Bounds, Gradient Variation, Optimistic Online Mirror Descent, Online Ensemble

1. Introduction

In many real-world applications, data are inherently accumulated over time, and thus it is
of great importance to develop a learning system that updates in an online fashion. Online
Convex Optimization (OCO) (Hazan, 2016; Orabona, 2019) is a powerful paradigm for
learning in such scenarios, which can be regarded as an iterative game between a player
and an adversary. At iteration ¢, the player chooses a decision vector x; from a convex
set X C R?. Subsequently, the adversary discloses a convex function f; : X — R, and the
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player incurs a loss denoted by fi(x;). The standard performance measure is the (static)
regret (Zinkevich, 2003),

T T
S-Regrety = ) fi(xt) —min > fi(x), (1)
t=1 xeX i

which is the difference between cumulative loss incurred by the online algorithm and that
of the best decision in hindsight. The rationale behind such a metric is that the best fixed
decision in hindsight is reasonably good over all the iterations. However, this might be
too optimistic and may not hold in non-stationary environments, where data are evolving
and the optimal decision is drifting over time. To address this limitation, dynamic regret is

proposed to compete with changing comparators uy,...,ur € X,
T T
D-Regretp(uy,...,ur) = Z fr(xy) — Z fr(uy), (2)
t=1 t=1

which draws considerable attention recently (Zhang et al., 2018a; Zhao et al., 2020b; Cutkosky,
2020a; Zhao et al., 2021a; Baby and Wang, 2021; Zhang et al., 2021; Zhao et al., 2022c,
2023). The measure is also called the universal dynamic regret (or general dynamic regret),
in the sense that it gives a universal guarantee that holds against any comparator sequence.
Note that the static regret (1) can be viewed as its special form by choosing comparators
as the fixed best decision in hindsight. Moreover, a variant appeared frequently in the lit-
erature is called the worst-case dynamic regret (Besbes et al., 2015; Jadbabaie et al., 2015;
Mokhtari et al., 2016; Yang et al., 2016; Wei et al., 2016; Zhang et al., 2017; Baby and
Wang, 2019; Yuan and Lamperski, 2020; Zhao et al., 2020a; Zhang et al., 2020a,b; Zhao
and Zhang, 2021), defined as

T T
D-Regretp(x7,...,x7) = > fi(xe) = Y filx}), (3)
=1 =1

which specializes the general form (2) with comparators u; = xj € arg min, ¢y f;(x). There-
fore, universal dynamic regret is very general and can include the static regret (1) and the
worst-case dynamic regret (3) as special cases by different instantiations of comparators.
We further remark that the worst-case dynamic regret is often too pessimistic, whereas
the universal one is more adaptive to non-stationary environments. Actually, changes of
online functions usually come from two sources: sampling randomness and environmental
non-stationarity, with the latter being the primary concern in non-stationary online learn-
ing. Optimizing the worst-case dynamic regret can be problematic in certain scenarios. For
instance, consider a stochastic optimization task where f;’s are independently randomly
sampled from the same distribution. Then, minimizing the worst-case dynamic regret is
not suitable and can lead to overfitting (Zhang et al., 2018a), as the minimizer of online
function may significantly deviate from the minimizer of the expected function due to the
sampling randomness. By contrast, since universal dynamic regret can accommodate any
feasible comparator sequence, it can automatically adapt to underlying distribution shifts.

There are many studies on the worst-case dynamic regret (Besbes et al., 2015; Jadbabaie
et al., 2015; Mokhtari et al., 2016; Yang et al., 2016; Zhang et al., 2017, 2018b; Baby and
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Wang, 2019; Zhang et al., 2020b; Zhao and Zhang, 2021), but only few results are known for
the universal dynamic regret. Zinkevich (2003) shows that online gradient descent (OGD)
with a step size n > 0 achieves an O((1 + Pr)/n + nT') universal dynamic regret, where

T
Pp=> |lu—uq> (4)
t=2
is the path length of comparators uy,...,ur and thus reflects the non-stationarity of en-

vironments. If the path length Ppr were known, one could choose the optimal step size
n. = O(v/(1+ Pr)/T) and attain an O(y/T(1 + Pr)) dynamic regret. However, this path
length quantity is hard to know since the universal dynamic regret aims to provide guaran-
tees against any feasible comparator sequence. The step size n = ©(1/ VT) commonly used
in static regret would lead to an inferior O(v/T(1 4+ Pr)) bound, which exhibits a large gap
from the favorable bound with an oracle step size tuning. Zhang et al. (2018a) resolve the
issue by proposing a novel online algorithm to search the optimal step size 7., attaining an
O(\/T(1 + Pr)) universal dynamic regret, and they also establish an Q(/T'(1 + Pr)) lower
bound to show the minimax optimality.

Although the rate is minimax optimal for convex functions, we would like to design algo-
rithms with problem-dependent regret guarantees beyond the worst-case analysis (Roughgar-
den, 2021). Specifically, we aim to enhance the guarantee for some easy problem instances,
particularly when the online functions are smooth, by replacing the dependence on T' by
certain problem-dependent quantities that are O(T') in the worst case while could be much
smaller in benign environments. For static regret mininimization, existing studies can attain
such results like small-loss bounds (Srebro et al., 2010) and gradient-variation bounds (Chi-
ang et al., 2012). Thus, a natural question arises whether it is possible to achieve similar
problem-dependent guarantees for universal dynamic regret?

Our results. In this paper, extending our preliminary conference version (Zhao et al.,
2020b), we provide an affirmative answer by designing online algorithms with problem-
dependent dynamic regret bounds. Specifically, we focus on the following two problem-
dependent quantities: the gradient variation of online functions V7, and the cumulative loss
of the comparator sequence Fr, defined as

T

T
Vr = Z sup ||V fi(x) = Vfio1(x)||3, and Fp = th(ut). (5)

t=2 XEX t=1

The two problem-dependent quantities are both at most O(T') under standard assumptions
of online learning, while could be much smaller in easier problem instances. We propose two
novel online algorithms called Sword and Sword++ (“Sword” is short for Smoothness-aware
online learning with dynamic regret) that are suitable for different feedback models. Our
algorithms are online ensemble methods (Zhou, 2012; Zhao, 2021), which admit a two-layer
structure with a meta-algorithm running over a group of base-learners. We prove that
they enjoy an O(y/(1+ Pr + min{Vr, Fr})(1 + Pr)) dynamic regret, achieving gradient-
variation and small-loss bounds simultaneously. Compared to the O(y/7'(1 + Pr)) minimax
rate, our result replaces the dependence on T by the problem-dependent quantity Pr +
min{Vp, Fr}. Our bounds become much tighter when the problem is easy, such as when
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both Pr and Vi (or Fr) exhibit sublinear growth in 7". Meanwhile, our regret bounds can
safeguard the same guarantee in the worst case. Hence, our results are adaptive to the
intrinsic difficulty of problem instances as well as the non-stationarity of environments.

Our first algorithm, Sword, achieves the favorable problem-dependent guarantees under
the multi-gradient feedback model, where the player can query gradient information multiple
times at each round. This algorithm is conceptually simple, yet it requires a gradient
query complexity of O(logT) at each round. Our second algorithm, Sword++, improves
upon this by necessitating only one gradient per iteration, despite using a two-layer online
ensemble structure. Therefore, Sword++ is not only computationally efficient but also
more attractive due to its reduced feedback requirements — it is particularly suitable for
the one-gradient feedback model, in which the player receives only the gradient V f;(x;) after
submitting the decision x;. Therefore, Sword++ has the potential to be extended to more
constrained bandit feedback models.

Technical contributions. Note that existing studies have demonstrated that the worst-
case dynamic regret can benefit from smoothness (Yang et al., 2016; Zhang et al., 2017; Zhao
and Zhang, 2021). However, their analyses do not apply to our concerned universal dynamic
regret, because we cannot exploit the optimality condition of comparators uy,...,ur, in
stark contrast with the worst-case dynamic regret analysis. To address this, we propose
an adaptive online ensemble method to hedge non-stationarity while extracting adaptivity.
Our method incorporates a meta-base two-layer ensemble to hedge the non-stationarity and
employs optimistic online learning for adaptive reuse of historical gradient information. Two
crucial novel ingredients are designed to achieve favorable problem-dependent guarantees.

« We introduce optimistic online mirror descent (OpPTIMISTIC OMD) as a unified build-
ing block for the algorithm design of dynamic regret minimization at both meta and
base levels.! We present generic and completely modular analysis for the dynamic re-
gret of Optimistic OMD, where the negative term is essential especially for achieving
problem-dependent dynamic regret guarantees.

e We implement an adaptive online ensemble method that combines optimistic online
learning for attaining adaptivity with a meta-base structure to hedge non-stationarity.
A key innovation is the emphasis on collaboration within the online ensemble. In
our collaborative online ensemble framework, we introduce a novel decision-deviation
correction term in algorithm design and simultaneously exploit the negative term in
regret analysis, facilitating effective collaboration within two layers, which is crucial
for achieving desired problem-dependent bounds with only one gradient per iteration.

We emphasize that these ingredients are particularly important for achieving gradient-
variation dynamic regret, which we will demonstrate to be more fundamental than the small-
loss bound. In particular, our proposed Sword++ algorithm effectively utilizes negative
terms and introduces correction terms to ensure effective collaboration within the two layers.

1. For the meta-algorithm, we only care about its static regret, which is essentially a special case of the
universal dynamic regret. When the meta-algorithm implements Hedge-style updates with changing
learning rates, it aligns more with optimistic FTRL (Follow-The-Regularized-Leader) instead of opti-
mistic OMD. However, we prioritize discussing optimistic OMD (hence using a fixed learning rate),
intentionally to better illustrate the core ideas of our regret analysis and algorithm design.



ADAPTIVITY AND NON-STATIONARITY: PROBLEM-DEPENDENT DYNAMIC REGRET FOR OCO

The overall framework of collaborative online ensemble is summarized in Section 5, and we
believe that the proposed framework has the potential for broader online learning problems.

Organization. The rest is structured as follows. Section 2 briefly reviews related works.
In Section 3, we introduce the problem setup and the optimistic online mirror descent
framework, where a general dynamic regret analysis is provided. Section 4 establishes the
gradient-variation dynamic regret bounds under two different gradient feedback models.
Section 5 illustrates our proposed collaborative online ensemble framework, which is very
general and useful for attaining problem-dependent dynamic regret. Section 6 provides
some additional results regarding implications, significance and a lower bound. The major
proofs are presented in Section 7. Furthermore, Section 8 reports the experiments. Finally,
we conclude the paper in Section 9. Omitted proofs are provided in the appendix.

2. Related Work

In this section, we present a brief overview of both static and dynamic regret minimization
in the context of online convex optimization. Additionally, we provide more discussions on
the subsequent studies after the preprint of our manuscript is publicly available.

2.1 Static Regret

Static regret has been extensively studied in online convex optimization. Let T be the time
horizon and d be the dimension, there exist online algorithms with static regret bounded by
O(VT), O(dlogT), and O(logT) for convex, exponentially concave, and strongly convex
functions, respectively (Zinkevich, 2003; Hazan et al., 2007). These results are proved to
be minimax optimal (Abernethy et al., 2008). More results can be found in the seminal
books (Shalev-Shwartz, 2012; Hazan, 2016) and references therein.

In addition to exploiting the convexity of functions, there are studies improving static
regret by incorporating smoothness, whose main proposal is to replace the dependence on
T by problem-dependent quantities. Such problem-dependent bounds enjoy many benign
properties, in particular, they can safeguard the worst-case minimax rate yet can be much
tighter in easier problem instances. There are two representative problem-dependent bounds
— small-loss bound (Srebro et al., 2010) and gradient-variation bound (Chiang et al., 2012).

Small-loss bounds are first introduced in the context of prediction with expert ad-
vice (Littlestone and Warmuth, 1994; Freund and Schapire, 1997), which replace the de-
pendence on T by cumulative loss of the best expert. Later, Srebro et al. (2010) show
that in the online convex optimization setting, OGD with a certain step size scheme can
achieve an O(\/1+ F}) small-loss regret bound when the online convex functions are
smooth and non-negative, where F7 is the cumulative loss of the best decision in hind-
sight, namely, F} = Zthl fi(x*) with x* chosen as the offline minimizer. The key tech-
nical ingredient is to exploit the self-bounding property of smooth functions. Gradient-
variation bounds are introduced by Chiang et al. (2012), rooting in the development of
second-order bounds for prediction with expert advice (Cesa-Bianchi et al., 2005) and on-
line convex optimization (Hazan and Kale, 2008). For convex and smooth functions, Chi-
ang et al. (2012) establish an O(y/1 + V) gradient-variation regret bound, where Vp =
S supyer ||V Fi(x) — Vfi—1(x)||3 measures the cumulative gradient variation. Gradient-
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variation bounds are particularly favored in slowly changing environments where online
functions evolve gradually. Furthermore, the techniques developed for gradient-variation
regret bounds have a profound connection to many other learning problems, including re-
peated games (Syrgkanis et al., 2015) and stochastic optimization (Sachs et al., 2022).

In addition, problem-dependent static regret bounds are also studied in the bandit online
learning setting, including gradient-variation bounds for two-point bandit convex optimiza-
tion (Chiang et al., 2013), as well as small-loss bounds for multi-armed bandits (Allenberg
et al., 2006; Wei and Luo, 2018; Lee et al., 2020a), linear bandits (Lee et al., 2020a), semi-
bandits (Neu, 2015), graph bandits (Lykouris et al., 2018; Lee et al., 2020b), and contextual
bandits (Allen-Zhu et al., 2018; Foster and Krishnamurthy, 2021), etc.

Finally, we mention that problem-dependent regret minimization falls under the wider
umbrella of adaptive online convex optimization (McMahan and Streeter, 2010; Duchi et al.,
2010), with more recent explorations discussed in (McMahan, 2017; Joulani et al., 2020;
Cutkosky, 2020b) and the monograph (Orabona, 2019). However, in addition to developing
problem-dependent bounds, this field also covers data-dependent bounds. A caveat is that
these data-dependent bounds (or called “algorithm-dependent bounds”) might be influenced
not only by the complexity of the problem instance but also by the dynamics of the algorithm
itself. This can be sometimes undesired, particularly when the data-dependent quantity is
not appropriated defined, potentially leading to a misleading representation of the learning
problem’s difficulty. For instance, if the regret upper bound depends on a data-dependent
quantity like Y7, ||V fi(x¢) — Vfi_1(x¢_1)||3 (rather than the problem-dependent quantity
S supyer ||V Fi(x) — V£i_1(x)[13), the regret bound becomes affected by the algorithm’s
decision sequence X7, ...,x7. This will misleadingly lead to large bounds in scenarios where
the function sequence is constant (f; = ... = fr = f) but the decision sequence is unstable.

2.2 Dynamic Regret

Dynamic regret enforces the player to compete with time-varying comparators and thus is
favored in online learning in open and non-stationary environments (Sugiyama and Kawan-
abe, 2012; Zhao et al., 2021b; Zhou, 2022). The notion of dynamic regret is sometimes
referred to as tracking regret/switching regret /shifting regret in the prediction with expert
advice setting (Herbster and Warmuth, 1998, 2001; Bousquet and Warmuth, 2002; Cesa-
Bianchi et al., 2012; Gyorgy and Szepesvari, 2016). It is known that in the worst case, a
sublinear dynamic regret is not attainable unless imposing certain regularities on the com-
parator sequence or the function sequence (Besbes et al., 2015; Jadbabaie et al., 2015). This
paper focuses on the most common regularity called the path length Pp = Y"1, ||[us_1 —ug|2
introduced by Zinkevich (2003), which measures fluctuation of the comparators. We simply
focus on the Euclidean norm throughout this paper, and it is straightforward to extend the
notions and results to general primal-dual norms. Other regularities include the squared
path length Sy = S°F 5|jus_; — ug||3 introduced by Zhang et al. (2017), and the function
variation introduced by Besbes et al. (2015) that measures the cumulative variation with
respect to the function value and is defined as ijf = ST o supyer|fio1(x) — fi(x)].

There are two kinds of dynamic regret notions in the previous studies. The universal
dynamic regret, as defined in (2), aims to compare with any feasible comparator sequence,
while the worst-case dynamic regret defined in (3) specifies the comparator sequence to
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be the sequence of minimizers of online functions. In the following, we present the related
works respectively. Notice that we will use notations Pr and St for path length and squared
path length of the comparator sequence {u;}—1, 7, while adopt the notations Py and S}
for that of the sequence {xj };=1 .7 where x; is one of minimizers of the online function f,
namely, P = S, [x;_y — xi 2 and S5 = X7, [Ixiy — xi 3.

Universal dynamic regret. The pioneering work of Zinkevich (2003) demonstrates that
online gradient descent (OGD) enjoys an O(v/T (1 + Pr)) universal dynamic regret, which
holds against any feasible comparator sequence. Nevertheless, the result is far from the
Q(\/T(1+ Pr)) lower bound established by Zhang et al. (2018a), who further close the
gap by proposing a novel online algorithm that attains an optimal rate of O(1/T(1 + Pr))
for convex functions (Zhang et al., 2018a). Our work further exploits the easiness of the
problem instances and achieves problem-dependent regret guarantees, hence better than
the minimax rate. Zhao et al. (2021a) study the universal dynamic regret for bandit con-
vex optimization under both one-point and two-point feedback models. Concurrent to our
conference version paper (Zhao et al., 2020b), Cutkosky (2020a) proposes a novel online
algorithm that achieves the same order of minimax optimal dynamic regret for convex func-
tions as (Zhang et al., 2018a), yet without relying on using a meta-algorithm hedging over a
group of base learners. Instead, their method employs the combination strategy developed
in parameter-free online learning (Cutkosky and Orabona, 2018; Cutkosky, 2019). Note
that it may be possible to modify the algorithm of Cutkosky (2020a) to achieve small-loss
bounds; however, attaining gradient-variation bounds would be generally challenging, es-
pecially under the one-gradient feedback model. More specifically, it is not hard to modify
their framework to incorporate optimistic online learning, but one usually needs to exploit
additional negative terms to convert the optimistic quantity |V f;(x;) — Vfi_1(x¢-1)||3 to
gradient variation supyey ||V fi(x) — Vfi—1(x)[|3, to eliminate the difference between deci-
sions x; and x;_1. Our algorithms, based on the collaborative online ensemble framework,
involve a careful exploitation of negative terms in the regret analysis of both meta and
base algorithms, alongside introducing correction terms in the algorithm design. However,
as far as we can see, with only one gradient feedback per round, it is challenging for the
framework of Cutkosky (2020a) to achieve the gradient-variation bound due to the lack of
negative terms in their regret analysis.

Worst-case dynamic regret. There are many efforts devoted to studying the worst-case
dynamic regret. Yang et al. (2016) prove that OGD enjoys an O(/T(1 + P;)) worst-case
dynamic regret for convex functions when the path length P7 is known. For strongly con-
vex and smooth functions, Mokhtari et al. (2016) show that an O(Pj) dynamic regret is
achievable, and Zhang et al. (2017) further propose the online multiple gradient descent
algorithm with an O(min{P}, S}}) guarantee. Yang et al. (2016) show that O(Py) rate
is attainable for convex and smooth functions, provided that all the minimizers xj’s lie
in the interior of the domain X. The above results mainly use the (squared) path length
as the non-stationarity measure, which measures the cumulative variation of the compara-
tor sequence. In another line of research, researchers use the variation with respect to
the function values as the measure. Besbes et al. (2015) show that OGD with a restart-

ing strategy attains an O(T2/ 3VTf 1 3) regret for convex functions when the function varia-
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tion VTf is available, which is improved to O(T""/ 3VTfQ/ 3’) for 1-dim square loss (Baby and
Wang, 2019). Chen et al. (2019) extend the results of Besbes et al. (2015) to more general
function-variation measures capable of capturing local temporal and spatial changes. To
take advantage of variations in both comparator sequences and function values, Zhao and
Zhang (2021) provide an improved analysis for online multiple gradient descent and prove an
O(min{ Py, ST, V:,f }) worst-case dynamic regret for strongly convex and smooth functions.
For convex and smooth functions, it is also demonstrated that a simple greedy strategy,
i.e., X441 = X; € argmin,y fr(x), can effectively optimize the worst-case dynamic regret,
as shown in (Zhao and Zhang, 2021, Section 4.2).

2.3 More Discussions

Subsequent works for dynamic regret minimization. There are many developments
for dynamic regret minimization after our work became publicly available (Zhao et al.,
2021c¢), and we briefly mention a few here. For exp-concave or strongly convex online func-
tions, optimal dynamic regret can be obtained by algorithms minimizing strongly adaptive
regre (Baby and Wang, 2021, 2022a). Dynamic regret of decision-theoretic online learning
is substantially explored, including online non-stochastic control (Zhao et al., 2022b; Zhang
et al., 2022b; Baby and Wang, 2022b), online MDPs (Fei et al., 2020; Zhao et al., 2022a; Li
et al., 2023b), and online games (Zhang et al., 2022a; Yan et al., 2023; Harris et al., 2022).
Furthermore, related techniques have been applied to online label shift (Bai et al., 2022)
and online covariate shift (Zhang et al., 2023). The efficiency issue regarding the projection
complexity of two-layer online ensemble is considered in (Zhao et al., 2022c¢).

Subsequent works employing the collaborative online ensemble. A pivotal tech-
nique in our paper is the collaborative online ensemble framework, which effectively facili-
tates the collaboration between meta and base layers by incorporating correction terms in
the algorithm design and exploiting negative terms in the regret analysis. We have found
this collaboration crucial for a variety of problems involving deploying a two-layer struc-
ture. We mention two particular examples raised in the literature after our result became
available, including game theory (Zhang et al., 2022a; Yan et al., 2023) and an intermediate
model for bridging stochastic and adversarial optimization (Chen et al., 2023a,b).

o Zhang et al. (2022a) investigate time-varying zero-sum games, introducing individual
regret, dynamic NE-regret, and duality gap as the joint performance measures to
guide algorithmic design. To handle multiple performance requirements, they deploy
a two-layer algorithm for each player, demonstrating that the overall algorithm enjoys
favorable regret guarantees. A vital component in their algorithm is to facilitate
collaborations between the meta and base layers. This is again achieved by injecting
correction terms in base level and exploiting negative terms in regret analysis, as well
as leveraging the unique structure of the zero-sum games. These results are further
generalized to strongly monotone games (Yan et al., 2023).

o Chen et al. (2023a) investigate the Stochastically Extended Adversarial (SEA) model,
initially proposed in (Sachs et al., 2022), serving as an intermediate model to bridge
stochastic and adversarial convex optimization. They enhance the theoretical guaran-
tees of (Sachs et al., 2022) by a careful analysis using optimistic online mirror descent.
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Furthermore, they generalize the results by considering dynamic regret minimization
for the SEA model, accommodating potential distribution shifts. Consequently, they
implement a two-layer algorithm similar to Sword++4, ensuring a favorable regret.
Note that in the SEA model, due to the dependence issue of the random variables,
it is necessary to use the collaborative online ensemble like Sword++. As highlighted
in (Chen et al., 2023b, Remark 10), deploying an algorithm similar to Sword to the
SEA model will fail to yield desired regret bounds, primarily due to the dependence
issue introduced by employing intermediate decisions in the meta-base structure.

3. Problem Setup and Algorithmic Framework

In this section, we first formally state the problem setup, then introduce the foundational
algorithmic framework for dynamic regret minimization, and finally list several assumptions
that might be used in the theoretical analysis.

3.1 Problem Setup

Online Convex Optimization (OCO) can be modeled as an iterated game between the player
and the environments. At iteration ¢t € [T, the player first chooses the decision x; from
a convex feasible set X C RY, then the environments reveal the loss function f; : X — R
and the player suffers the loss f;(x;) and observes a certain information about the function
f:(-).2 According to the revealed information, the online learning problems are typically
classified into full-information online learning and partial-information online learning (or
sometimes called bandit online learning). In this paper, we focus on the full-information
one, which can be further categorized into the following two setups:

(i) multi-gradient feedback: the player can access the entire gradient function V fi(-)
and thus can evaluate the gradient multiple times at each round;

(ii) one-gradient feedback: the player can observe the gradient information V fi(x;)
after submitting the decision x; at each round.

In Section 4.2, we develop the Sword algorithm, which achieves the gradient-variation dy-
namic regret under the multi-gradient feedback model. In Section 4.3, we present an im-
proved algorithm called Sword++ that can achieve the same dynamic regret guarantee (up
to constants) under the more challenging one-gradient feedback model.

To handle non-stationary environments, we focus on the dynamic regret measure, which
compares the online algorithm to a sequence of time-varying comparators uy,...,ur € X,
as defined in (2). An upper bound of dynamic regret should be a function of comparators,
and typically the bound depends on some regularities that measure the fluctuation of the
comparator sequence, such as the path length Pr = 3.1 o|lus — u;_1|]2. Throughout the
paper, we focus on the Euclidean norm for simplicity, and it is straightforward to extend
our results to general primal-dual norms.

In addition to the regret measure, we further consider the gradient query complexity.
Note that algorithms designed for the multi-gradient feedback model may query the gra-

2. One may also understand this by defining f; over the entire R? space while constraining the decisions to
the feasible domain X C R%.
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dients for multiple times at each round. However, most algorithms designed for the static
regret minimization only require one gradient per iteration, namely, using V fi(x;) for the
next update only. Therefore, it is more desirable to achieve the favorable regret guarantees
under the one-gradient feedback model. In other words, our aim is to develop first-order
methods for dynamic regret minimization that require only one gradient query per iteration.

3.2 Optimistic Online Mirror Descent

We employ the algorithmic framework of Optimistic Online Mirror Descent (OPTIMISTIC
OMD) (Chiang et al., 2012; Rakhlin and Sridharan, 2013) as a general building block for
designing algorithms for non-stationary online learning. Optimistic OMD is an algorithmic
realization of optimistic online learning. Compared to the standard online learning setup,
the player receives an additional element at each round: an optimistic vector M; € R%. This
vector acts as a predictive hint or an optimistic estimate of the upcoming gradient, thereby
called “optimistic vector” or simply “optimism”. Optimistic OMD starts from the initial
point X1 € X and performs the following two-step updates at each round:

x¢ = argmin {n (M, x) + Dy (x,X¢) },

Xi41 = arglﬁl(iﬂ {ne(V fe(x0),x) + Dy (x,%y) },
pS

which firstly updates by the optimistic vector M; and then updates by the received gradient
V fi(x¢). In above, i > 0 is a (potentially) time-varying step size, and Dy (-, ) denotes the
Bregman divergence associated with the regularizer ¢ defined as Dy (x,y) = ¢ (x) — ¥(y) —
(Vi(y),x —y). We may assume the regularizer to be o-strongly convex with respect to
the norm || - ||, i.e., ¥(y) > ¥(x) + (Vi(x),y — x) + §|ly — x||? holds for any x,y € X. We

have the following general result regarding dynamic regret of optimistic OMD.

Theorem 1. Suppose that the regularizer ¢ : X — R is 1-strongly convexr with respect to
the norm || - ||, and let || - ||« be the dual norm of || - ||. The dynamic regret of OPTIMISTIC
OMD whose update rule is specified in (6) is bounded as follows:

~

- (7)

_ Z " (Dw Xi41,Xt) + Dw(XhXt))
t=1

T T
th(xt) - th( Z IV fe(xt) Mt”2 +Z (Dw uy, X¢) — D¢(ut,§t+1))
t=1 t=1

which holds for any comparator sequence uy,...,ur € X.
Remark 1. The dynamic regret upper bound in Theorem 1 consists of three terms:

(i) the first term Y27 m¢||V f+(x¢) — My||? is the adaptivity term that measures the devi-
ation between the gradient and optimistic vector;

(ii) the second term can be restructured as 37, ( Dy (uy, X)) — (u;—1,%¢)), hence

reflecting the non-stationarity of env1ronrnents

10
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(iii) the last one — .1, i(pzb(it-‘rlv x¢) + Dy(x¢,X¢)) is the negative term, which can be
greatly useful for problem-dependent bounds, particularly the gradient-variation one.

Moreover, we emphasize that the above regret guarantee is very general due to the flex-
ibility in choosing the regularizer 1) and comparators uy,...,ur as well as the setting of
optimistic vectors My, ..., Mp. For example, by choosing the negative-entropy regularizer
and competing with the best fixed prediction, the result recovers the static regret bound
of Optimistic Hedge (Syrgkanis et al., 2015); by choosing the Euclidean regularizer and
setting the optimistic vectors as all zero vectors as well as competing with time-varying
compactors, it recovers the dynamic regret bound of Online Gradient Descent (Zinkevich,
2003). The versatility of this optimistic OMD framework motivates us to use it as a unified
building block for both algorithm design and theoretical analysis. 9

3.3 Assumptions

In this part, we list several common assumptions that might be used in the theorems.

Assumption 1. The norm of the gradients of online functions over the domain & is
bounded by G, i.e., [|[Vfi(x)|]2 <G, for all x € X and t € [T]].

Assumption 2. The domain X C R¢ contains the origin 0, and the diameter of the domain
X is at most D, i.e., [|[x — x/||]2 < D for any x,x’ € X.

Assumption 3. All the online functions are L-smooth, i.e., |V fi(x) — V fi(x/)||2 < L||jx —
x'||2 for any x,x’ € R? and t € [T).

Assumption 4. All the online functions are non-negative over R

We have the following remarks regarding the assumptions. The general dynamic regret
analysis of Optimistic OMD (Theorem 1) does not require the smoothness assumption.
Nevertheless, this assumption is crucial for achieving problem-dependent dynamic regret
bounds. In fact, smoothness has been demonstrated to be essential even in the static
regret analysis for first-order methods to achieve gradient-variation bounds, as evidenced
in Lemma 9 of Chiang et al. (2012) and Theorem 1 of Yang et al. (2014). Therefore,
throughout the paper we focus on the problem-dependent dynamic regret of convex and
smooth functions. Note that Assumption 4 requires non-negativity outside the domain X,
which is a precondition for establishing the self-bounding property for smooth functions,
see Lemma 3.1 of Srebro et al. (2010) and Lemma 13.2 of Cutkosky (2023).

Finally, we mention that following previous studies (Adamskiy et al., 2012; Luo and
Schapire, 2015), we treat double logarithmic factors in 7" as a constant. More concretely,
our usage of the O(:)-notation emphasizes the dependence on the time horizon 7' while
hiding the loglogT factors, and also highlights the dependence on path length Pr, as well
as the problem-dependent gradient-variation quantity Vp and small-loss quantity Fr.

4. Gradient-Variation Dynamic Regret

Our paper aims to develop online algorithms that can simultaneously achieve problem-
dependent dynamic regret bounds, scaling with two quantities: the gradient-variation term
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Vr and the small-loss term Frp, as defined in (5). As we will demonstrate in the next section,
the gradient-variation bound is more fundamental than the small-loss bound. Consequently,
we start by focusing on the gradient-variation dynamic regret in this section. In Section 6,
we will then present the small-loss bound and the best-of-both-worlds bound (i.e., achieving
gradient-variation and small-loss bounds simultaneously) as direct implications.

4.1 A Gentle Start

In the study of static regret, Chiang et al. (2012) propose the online extra-gradient descent
(OEGD) algorithm and prove that the algorithm enjoys gradient-variation static regret.
Specifically, OEGD starts from X; € X and then updates by

x; = Iy [it - nvftfl(xtfl)] ) >A<t+1 =1y [>A<t - ant(Xt)] ) (8)

where we define fy(xp) = 0 and ILy[-] the Euclidean projection onto the nearest point in X.
We consider a fixed step size n > 0 for simplicity. For convex and smooth functions, Chiang
et al. (2012) prove that OEGD enjoys an O(y/1 + V) gradient-variation static regret.

Actually, OEGD can be viewed as a specialization of Optimistic OMD (6) presented
in Section 3.2, by choosing the regularizer ¢(x) = %||x||3 and the optimistic vector M; =

V fi—1(xt—1) as well as a fixed step size n > 0. Therefore, Theorem 1 directly implies the
following dynamic regret upper bound for OEGD, with proof in Appendix A.

Lemma 1. Under Assumptions 1, 2, and 3, by choosing n < ﬁ, dynamic regret of OEGD

(namely, OPTIMISTIC OMD with ¥(x) = 3||x||3 and M; = V f,_1(x4—1)) satisfies

T T
1
D Jilxe) =Y felw) < n(G* +2Vp) + %(D2 +2DPr) (9)
t=1 t=1
for any comparator sequence uy,...,ur € X.

Lemma 1 immediately implies a static regret bound. By choosing comparators as
the best decision in hindsight u; = ... = up € argming.y S.r; fi(x), we have Pr = 0
and thereby obtain the existing result (Chiang et al., 2012, Theorem 11): S, fi(x¢) —
mingey Yry fi(x) < n(G? + 2Vp) + 12)—; = O(V1+ Vp) when setting the step size n =
min{+/D?/(G? + 2Vr),1/(4L)}. Note that the requirement of V7 in tuning can be removed
by doubling trick (Cesa-Bianchi et al., 1997) or self-confident tuning (Auer et al., 2002).

However, it is more complicated when competing with a sequence of time-varying com-
parators. Lemma 1 suggests that it is crucial to tune the step size to balance non-stationarity
(path length Pr) and adaptivity (gradient-variation Vp) for achieving a tight dynamic re-
gret bound. Ideally, the optimal tuning is n* = /(D2 +2DPr)/(2G? + 2Vr), but this
requires the prior information of Pr and Vp that are generally unavailable. We note that
Vr is empirically observable in the sense that at round ¢ € [T] one can observe its internal
estimate V; = S supyer ||V Fs(x) — VFs_1(x)||3. By contrast, Pp = Y7 o|[u; — wp_q]|2
cannot be known or approximated during the learning process. The ideal best compara-
tor sequence, which tightens the upper bound of cumulative loss, satisfies the condition
S fi(xe) < ming, . w AL fi(w) + Re(Pr, Vr)}, where Ry (Pr, V) denotes the dy-
namic regret upper bound. Universal dynamic regret does not specifically target this optimal
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comparator sequence but aims to adapt to all feasible comparators, making the choice of
uj, ..., ur arbitrarily and entirely unknown within the feasible domain.

In summary, while the self-confident tuning can be used to remove the dependence on
the unknown gradient variation Vp, it cannot address the unknown path length Pr. In
fact, this is the fundamental problem of non-stationary online learning — how to deal with
uncertainty due to unknown environmental non-stationarity, captured by path length of
comparators in dynamic regret minimization.

To simultaneously handle the uncertainty arising from adaptivity and non-stationarity,
in addition to using optimistic online learning to reuse the historical gradients, we design an
adaptive online ensemble method (Zhou, 2012) that can hedge the non-stationarity while
extracting the adaptivity. Our approach deploys a two-layer meta-base structure, in which
multiple base-learners are maintained simultaneously and a meta-algorithm is used to track
the best one. More concretely, inspired by the recent advance in learning with multiple
learning rates (van Erven and Koolen, 2016; van Erven et al., 2021), we first construct a
pool of candidate step sizes to discretize possible range of the optimal step size, and then
initialize multiple base-learners denoted by Bi,...,By. Each base-learner B; returns her
own prediction x;; by running the base-algorithm with a step size 7; from the pool. Finally,
those predictions from base-learners are combined by a meta-algorithm to produce the final
output x; = Z'fil Dt,iXti, where p; € Ay is the weight from the meta-algorithm.

Due to the meta-base structure of the above procedures, we can naturally decompose
dynamic regret into the following two parts:

T T T T
D-Regrety = Z fe(xt) — Z fr(u) = Z fe(xe) — fe(xei) + Z fe(xei) — fr(we), (10)
t=1 t=1

t=1 t=1

meta-regret base-regret

where {x;},—1__ 1 denotes the final output sequence, and {x¢;};—1 . 7 is the prediction
sequence of base-learner B;. Notably, the decomposition holds for any base-learner’s index
i € [N]. The first part is the difference between cumulative loss of the final output sequence
and that of the prediction sequence of base-learner B;, which is introduced by the meta-
algorithm and thus named as meta-regret; the second part is the dynamic regret of base-
learner B; and therefore called base-regret. As a result, we need to make the meta-regret
and base-regret scaling with Vr to achieve the desired gradient-variation dynamic regret.

In the following, we present two solutions. The first solution, developed in our conference
paper (Zhao et al., 2020b), is conceptually simpler but requires N = O(logT) gradient
queries at each round, making it suitable only for the multi-gradient feedback model. The
second solution is an improved algorithm based on a refined analysis of the problem’s
structure, which attains the same dynamic regret guarantee with only one gradient per
iteration and hence suits for the more challenging one-gradient feedback model. Recall that
the definitions of the multi/one-gradient feedback models are presented in Section 3.1.

4.2 Multi-Gradient Feedback: Sword

Our approach, Sword, implements a meta-base online ensemble structure, in which multiple
base-learners are initiated simultaneously (denoted by Bi,...,Bx) and the intermediate
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predictions of all the base-learners are combined by a meta-algorithm to produce the final
output. Below, we describe the specific settings of the base-algorithm and meta-algorithm.

For the base-algorithm, we simply employ the OEGD algorithm (Chiang et al., 2012),
where the base-learner B; shall update her local decision {x¢;}=1,. 7 by

xXei =y [Xes — iV fim1(xe—10)] s Rer,s = o [Xei — iV fie(%04)] (11)
where n; > 0 is the associated step size from the step size pool H = {n,...,nn} and
the number of base-learner is chosen as N = O(logT). Lemma 1 ensures an upper

bound of base-regret scaling with the gradient variation, i.e., i fi(Xz) — Sty fr(ug) <
Oni(1+ V) + Pr/n;), whenever the step size satisfies ; < 1/(4L). The caveat is that each
base-learner requires her own gradient direction for the update, so we need the gradient
information of {V fi(x¢)}i=1,..n at round ¢ € [T]. Notably, the gradient query complexity
is N = O(logT) per round, which means the method developed in this part only suits
for the multi-gradient feedback model. In Section 4.3, we will further design an improved
algorithm applicable for the one-gradient feedback model.

The main difficulty lies in the design and analysis of an appropriate meta-algorithm. In
order to be compatible to the gradient-variation base-regret, the meta-algorithm is required
to incur a problem-dependent meta-regret of order O(y/Vrlog N). However, the meta-
algorithms used in existing studies (van Erven and Koolen, 2016; Zhang et al., 2018a)
cannot satisfy the requirements. For example, the vanilla Hedge suffers an O(y/T log N)
meta-regret, which is problem-independent and thus not suitable for us. To this end, we
introduce the optimistic Hedge (Syrgkanis et al., 2015) by exploiting the optimistic online
learning, and further design a carefully designed optimism specifically for our problem.

Consider the problem of prediction with expert advice. At the beginning of iteration
(t+1), in addition to the loss vector £; € RY returned by the experts, the player can receive
an optimism myy; € RV, Optimistic Hedge updates the weight vector piy+1 € An by

¢
Pt+1,i X €xp <—€(Z€s,z’ + mt+1,¢)> , Vi€ |[N]. (12)
s=1

Here, € > 0 is the learning rate of the meta-algorithm and we consider a fixed learning rate
for simplicity.? The optimism my; € RY can be interpreted as an optimistic guess of the
loss of round (¢ 4 1), and we thus incorporate it into the cumulative loss for update. It is
well known that Optimistic Hedge can be regarded as an instance of Optimistic OMD with
the negative-entropy regularizer, as mentioned in Remark 1. Therefore, the general result
of Theorem 1 implies the following static regret bound of Optimistic Hedge, and the proof
can be found in Appendix A. Notably, the negative term shown in (13) will be of great
importance in the algorithm design and regret analysis.

Lemma 2. The regret of Optimistic Hedge with a fized learning rate € > 0 to any expert
i € [N] is at most

T

T T
DD le) =Y lri<ed |l —ma|Z +
t=1 t=1

t=1

mhN 1 <&
> o — pe—alli- (13)

€ 4e s

3. We adopt the terminology “learning rate” for the meta-algorithm of our approach following the convention
in the prediction with expert advice, and use “step size” for the general online convex optimization.
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Algorithm 1 Sword: meta-algorithm Algorithm 2 Sword: base-algorithm

Input: step size pool H; learning rate Input: step size n; € H

1: Initialization: Vi € [N],po; = 1/N : Let X1,4,x1, be any point in X

2: fort=1to T do : fort=1to T do

3:  Receive x¢41,; from base-learner 5; X1, = oy [Xei — iV fe(xe4)]

4:  Update weight p;11; by (16) Xey1,i = U [Rev1i — miV fi(%e,)]

5 Predict x¢41 = Z£i1 Dit1,iXe+1, Send x;41,; to the meta-algorithm
6: end for end for

@ gk W

Let Dy = "I ||€; — my||%, measure the deviation between optimism and gradient. With a
proper learning rate tuning scheme, Optimistic Hedge enjoys an O(v/Drlog N) meta-regret.

The framework of optimistic online learning is very powerful for designing adaptive
methods, in that the adaptivity quantity Dy = 311 [|€; — m4]|%, is very general and can
be specialized flexibly with different configurations of feedback loss £; and optimism my.
To achieve the desired gradient-variation dynamic regret, we need to investigate the online
ensemble structure carefully. To this end, we specialize Optimistic Hedge in the following
way to make the meta-regret compatible with the desired gradient-variation quantity.

o The feedback loss £, € RY is set as the linearized surrogate loss:

Etﬂ‘ = <Vft(xt),xt7i>, YVt € [T} and Vi € [N} (14)

o The optimism m; € RY is set with a careful design: m; = 0 and

N
my; = (Vfio1(X¢),%xe4), Vt € [T] and Vi € [N], where x; = Zpt_l,ixt,i. (15)
i=1

We will explain the motivation of such designs in Remark 2. Note that this optimism
is legitimate as the instrumental variable X; only uses the information of p;_; and local
decisions {x¢;}i=1,. n at time ¢. The meta-algorithm updates the weight p;yq € RN by

t

Pt41,i X €xp (—6<Z(st(xs),xs,i> + <Vft(xt+1)axt+1,i>)> , Vie[N]. (16)

s=1

Algorithm 1 summarizes detailed procedures of the meta-algorithm, which in conjunction
with the base-algorithm of Algorithm 2 yields the Sword algorithm. We also discuss the
gradient query complexity of the overall algorithm. In each round ¢ € [T, at the base level,
the algorithm computes the gradient information V fi(x¢;) for all i € [N]. At the meta
level, it additionally requires the gradients V fi(x;) and V fi(X;+1). Consequently, the total
gradient query complexity per round is N + 2 = O(logT).

Remark 2 (design of optimism). The design of optimism in (15), particularly the con-
struction of the instrumental variable X;, is crucial and is the most challenging part in this
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method. Our design carefully leverages the structure of two-layer online ensemble methods,
specifically, the goal of designing optimism is to approximate the current gradient V fi(x;)
(which is unknown) via the available knowledge till round ¢. We propose to use V fi_1(X¢)
as the approximation, and the difference of online functions delivers the gradient-variation
term supye v || f1(x) — fi—1(x)||3, while the difference between x; and %; can be upper bounded
by the decision variation of the meta-algorithm,

N 2 N 9
% — %3 = Z(pt,i — Pr-1,i)Xei|| < (Z’pt,i - ptfl,i|||xt,i||2> < D?*|lpe — pe-1l, (17)
i=1 2 i=1

which can be eliminated by the negative term in the regret bound of Optimistic Hedge as
shown in (13), providing with a suitable setting for the learning rate of the meta-algorithm.
As such, the adaptivity quantity Dy can be converted to the desired gradient variation Vp
plus the decision variation of the meta-algorithm, concretely,

I = malZ 2 maxien (Vfi(xi) = Vi1 (%), %20
< D?||V fu(xe) = V fem1 (Re) 3
< 2D*(|V folxe) = V for(xe)[I3 + |V fem1(x¢) = V o1 (%) [13) (18)
< 2D%supyex |V fi(x) = Vi1 (x)[3 + 2D* L7 (1%, — %413
< 2D% supye x|V fe(x) = V fim1(x)|[3 + 2D L?|[pe — piaf7,
where the derivation makes use of the boundedness of the feasible domain, triangle inequal-

ity, and the smoothness of online functions. The last term will be canceled by the negative
term in the meta-regret, then we obtain the desired gradient-variation regret guarantee. 9

The following theorem shows that the meta-regret is at most O(1/(1 + V) log N), which
is nicely compatible to the attained base-regret. The proof can be found in Section 7.2.

Theorem 2. Under Assumptions 1, 2, and 8, by setting the learning rate of the meta-
algorithm (16) optimally as ¢ = min{1/(4D?L),/(In N)/(2D%(G? + V1))}, the meta-regret
of Sword (Algorithm 1) is at most

T T
S” filxe) = Y filxe) < 2Dy/2G2+ V) InN +8D?LIn N = O(4/(1+ Vi) log ).
t=1 t=1

Note that the optimal learning rate tuning of the meta-algorithm requires the knowl-
edge of gradient variation Vi = S-1, supyc v ||V fi(x) = V fi_1(x)||3. The undesired demand
can be removed by the self-confident tuning method (Auer et al., 2002), which employs a
time-varying learning rate scheme for the meta-algorithm’s update based on internal esti-
mates, roughly, pri1,i o exp (— e1(3koy Lsi + muy14)),Vi € [N] with &, = O(1/VT+ V)
with an internal estimate V; = Y%y supyev||Vfs(x) — Vfs—1(x)||3. Besides, notice that
this V; is actually not easy to calculate due to the computation of instantaneous varia-
tion supyex ||V fi(x) — V fi—1(x)||3, which is the difference of convex functions programming
and is not easy to solve even with the explicit form of functions f; and f;—;. Fortunately,
we can use an alternative twisted quantity Vp = 7|V fi(xt) — Vfi1(x:-1)|]3 for the
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learning rate configuration and also achieve the same regret bound via a refined analysis.
Then, it suffices to perform the self-confident tuning over V by monitoring the correspond-
ing internal estimate V; = 3L, ||V fs(xs) — V fs—1(xs-1)||3, which avoids the burdensome
calculations of inner optimization problems and thereby significantly streamlines the com-
putational efforts paid for the adaptive learning rate tuning. A caveat of this Optimistic
Hedge update when implemented time-varying learning rates is that it essentially is a spe-
cial case of Optimistic FTRL rather than Optimistic OMD. For a more thorough technical
discussion, see Remark 9 in Appendix B.

So far, the obtained base-regret bound (Lemma 1) and meta-regret bound (Theorem 2)
are both adaptive to the gradient variation, and we can simply combine them to achieve
the final gradient-variation dynamic regret as stated in Theorem 3, providing with an ap-
propriate candidate step size pool. The proof is provided in Section 7.3.

Theorem 3. Under Assumptions 1, 2, and 3, set the pool of candidate step sizes H as

H=1n= '{12“ o }\'E[N] (19)
R K VY sGer [ ! ’

where N = [2711ogy(G?*T/(2D?L?))] + 1 is the number of candidate step sizes; and set
the learning rate of the meta-algorithm as ¢ = min{1/(4D?L),/(In N)/(2D%(G? + Vr))}.
Then, Sword enjoys the following dynamic regret against any comparators uy,...,ur € X,

T T
S fulx) = Y filw) < O(\/(1+ Pr+ Vi)(1+ Pr)).
t=1 t=1

Remark 3. Compared with the existing O(1/T(1+ Pr)) dynamic regret (Zhang et al.,
2018a), our result is more adaptive in the sense that it replaces T' by the problem-dependent
quantity Pr+ Vp. Therefore, the bound will be much tighter in easy problems, for example
when both Vr and Pr are o(T). Meanwhile, it safeguards the same minimax rate, since
both quantities are at most O(T). Furthermore, because the universal dynamic regret
studied in this paper holds against any comparator sequence, it specializes the static regret
by setting all comparators as the best fixed decision in hindsight, i.e., u; = ... =upr =x* €
arg mingcy 71 fi(x). Under such a circumstance, the path length Pr = 37 o||u;—1 —uy|2
becomes zero, so the regret bound in Theorem 3 implies an O(y/1 + V) gradient-variation
static regret bound, recovering the result of Chiang et al. (2012). 9

4.3 One-Gradient Feedback: Sword++

So far, we have designed an online algorithm (Sword) with the gradient-variation dynamic
regret. While it achieves a favorable regret guarantee, one caveat is that Sword runs
N = O(logT) base-learners simultaneously and each base-learner requires her own gra-
dient direction for the update. Consequently, the overall algorithm necessitates O(logT")
gradient queries at each iteration, making it time-consuming and only applicable to the
multi-gradient feedback model. In contrast, algorithms designed for static regret minimiza-
tion typically work well under the more challenging one-gradient feedback model, namely,
they only require the gradient information V f;(x;) for updates. Given this, it is natural
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to ask whether it is possible to design online algorithms that can achieve the same dy-
namic regret guarantee as Sword using only one gradient query per iteration, making them
applicable to the one-gradient feedback online learning.

We resolve the question affirmatively. The new algorithm, called Sword++, also im-
plements an online ensemble structure. Compared to Sword presented in Section 4.2, the
key novel ingredient is the framework of collaborative online ensemble. We carefully in-
troduce correction terms to the online loss and optimism, forming a biased surrogate loss
and a surrogate optimism, which are then fed to the meta-algorithm. By further exploit-
ing the negative terms in the meta and base levels, the overall algorithm ensures effective
collaboration within the meta and base two layers, thereby achieving the favorable gradient-
variation dynamic regret with only one gradient query per iteration.

In the following, we describe the details of Sword++. The algorithm maintains multiple
base-learners denoted by Bi,...,Bn, which are performed with different step sizes and
then combined by a meta-algorithm to track the best one. An exponential step size grid is
adopted as the schedule, denoted by # = {n; = ¢-2' | i € [N]} with N = O(log T) for some
constant ¢ > 0 (usually scaling with poly(1/7)), whose specific setting will be given later.

Base-algorithm. Instead of performing updates over the original loss f; as shown in (11),
all the base-learners of Sword++ update over the linearized surrogate loss g : X — R
defined g¢(x) = (V fi(x¢), %), and moreover, the optimism is chosen as M; = Vg;—1(x¢—1,i)
for each base-learner B; with i € [N]. By definition, we have Vg (x¢;) = V fi(x¢), so each
base-learner B; essentially performs the following update at each iteration:

Xt = Iy [Xei — iV fim1(xe-1)], Regr = My Ko — 0V fe(xe)] (20)

Using above update steps, we no longer need to evaluate the gradient V fi(x;;) over the
local decisions for every base-learner, as was done by Sword (see its update rule in (11)).
Instead, a single call of V f;(x;) is sufficient at each round for the update in Sword—++.

We note that although the linearized trick has previously been employed in the meta-
base structure for achieving the minimax dynamic regret O(y/7(1 + Pr)) with one gradient
per iteration (Zhang et al., 2018a), this modification alone is far from enough to obtain a
problem-dependent dynamic regret. To see this, we can check the regret of the base-learner
updated with the surrogate loss g;(x). A similar argument of Lemma 1 shows that the
base-regret over the linearized loss (#) £ S0, g¢(x¢:) — Y71 ge(1y) satisfies

D? +2DPy

T T
o + 2L |k — x5 — — D 1% — xe- 13
(3

1
2 .
t—2 Ani =
(21)

(#) < mi(G* +2Vp) +

In the analysis of Sword, because the gradient V fi(x; ;) is evaluated on every base-learner’s
own decision x; ;, the additional positive term (the third one) is 2n; L? ZtTZQHXm- — Xt—l,iH%7
which can be cancelled by the negative term — 37 o||x;; — %;—1.4]|3/(4n;) whenever the step
size is set appropriately. However, when the base-learner updates her decision over the
surrogate loss, the additional positive term becomes 21;L?||x; — x;_1]|3, which cannot be
handled by the negative term of any base-learner. Thus, more advanced mechanisms are
required to achieve problem-dependent dynamic regret under the one-gradient query model.
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To tackle the difficulty, our primary idea is to facilitate collaboration between the meta
and base levels. Specifically, we aim to leverage negative terms from both levels to handle
the positive term. However, it turns out that the positive term cannot be entirely offset by
the combined negative terms from meta and base levels. To address this issue, we introduce
correction terms to the feedback loss and optimism in the meta-algorithm. This generates
a new negative term that, together with the negative term from the meta level, effectively
cancels out the positive term. Nevertheless, another new positive term emerges due to the
injected correction, which we ensure can be managed by the negative term from the base
level. As a result, the overall undesired positive term is finally addressed.

The above forms the main idea of our proposed collaborative online ensemble frame-
work. The term “collaboration” refers to the interplay between meta and base layers.
Indeed, on their own, neither the base level nor the meta level can achieve a gradient-
variation base/meta regret; each incurs some additional positive terms. This positive term
necessitates the negative terms from the other layer to help effectively cancel it out.

In the following, we describe the details of the meta-algorithm. We will provide a
brief explanation of the design of corrections in Remark 4 and offer a more comprehensive
elaboration on the general framework of collaborative online ensemble in Section 5.

Meta-algorithm. We still employ Optimistic Hedge as the meta-algorithm, but addition-
ally require innovative designs in feedback loss and optimism. Specifically, instead of simply
using the linearized surrogate loss £ ; 2 (Vfi(xy), x¢;) as the feedback loss like Sword (see
the update rule in (14)), we carefully construct the surrogate loss in the following way and
send it to the meta-algorithm.

o The feedback loss £, € RY is constructed as follows: for each i € [N], ¢1; =

(Vfi(x1),x1,4) and for ¢ > 2, it composes the linearized surrogate loss (V fi(x¢),X¢4)
with a decision-deviation correction term, namely,

Cri = (V fr(xe), Xeq) + N|xei — X143 (22)

o« The optimism m; € RY is similarly configured as follows: m; = 0 and for ¢t > 2 and
i € [N], the optimism also admits a decision-deviation correction term, namely,

My = (My, %) + M[xes — Xi—1,4]|3 = (Vi1 (xem1), Xeq) + Allxei — xe-1,43. - (23)

Both feedback loss and optimism admit an additional correction term A||x;; — x;—1||3 that
measures the stability of the local decisions returned by the base-learner, where A > 0 is
the correction coefficient to be determined later. We will explain soon in Remark 4 on
the crucial role and design motivation of this correction. Overall, the meta-algorithm of
Sword++ updates the weight p;.1 € RV as follows: for any i € [N],

t

Pritli X €Xp (6( D lsit mt+1,i)> : (24)
s=1

where £ > 0 is a (for simplicity) fixed learning rate. Notably, the update only requires the

gradient information of V f(x;) and thus is feasible for the one-gradient feedback model.
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Remark 4 (design of correction term). We emphasize that the correction term A|x;; —
xt_17i||%, appearing in the construction of both feedback loss and optimism, is crucial for the
design and is the most challenging part in this method. We briefly explain the motivation.
As mentioned earlier in (21), the use of linearized surrogate loss g;(x) will introduce an
additional term 37 ,||x; — x;_1||3, which cannot be directly canceled by the negative term
of any base-regret, namely, — S>7 5 ||x;; — x¢—1.]|3. To address the difficulty, we scrutinize
the positive term and find that actually it can be further expanded as:

N N 2
llx¢ — Xt—lH% = Zpt,ixt,i - Zpt—l,ixt—l,i
=1 i=1 2
N N 2 N N 2
<2 mext,i — Zpt,ixt—l,i +2 Zpt,ixt—l,i — Zpt—l,ixt—l,i
i=1 i=1 2 i=1 i=1 2
N 2 N 2
<2 (Zpt,iHXt,i - Xt—l,iH2> +2 (Zpt,i —pt—1,z‘!HXt—1,z’H2>
i=1 i=1
N
<2 prillxei — xe—14ll5 + 2D?||pe — pe—1ll7,
i=1
which concludes that
T T N T
Yol —xiall3 <230 prillxei = xe-14ll3 +2D* Y llpr — pea |7 (25)
=2 t=2 i=1 =2

The right hand side of (25) is a weighted combination of stability of base-learners (hence
called mized stability), and the second one is the stability of the meta-algorithm’s weights
(hence called meta stability). We also similarly define 37 o||%;; — X;—1,]|3 as the base sta-
bility (of the base learner i € [N]). Clearly, the meta stability can be readily canceled by
the negative term of meta-regret. However, it is challenging to address the first positive
term, namely, the mixed stability. To overcome the difficulty, we algorithmically add the
decision-variation correction term in the feedback loss and optimism of the meta-algorithm,
as well as leveraging the negative term of base-regret. The underlying intuition is to penal-
ize base-learners with large decision variations, so as to ensure a small enough variation of
final decisions. As such, we have facilitated the collaborations between the base and meta
levels — the overall positive term (37_,||x¢ — x;_1]|3) is jointly cancelled out by the nega-
tive term of meta-regret (— 3.2, ||p; — ps—1]|?) and the one due to the injected corrections
(— Zthg Zfil DrillXei — xt,u”%); and meanwhile, the injected corrections will introduce
a new positive term (3 7_||%s; — X¢—1.4]|3), which can be further tackled by the negative
term of base-regret (— .7 o|lx¢; — %;_1,4/|3). A notable characteristic is that the positive
terms of meta/base/mixed stability cannot be cancelled solely by the negative terms within
their respective layer. Instead, they necessitate additional negative terms, either from regret
analysis or algorithmic corrections, to help effectively cancel out. Only through such collab-
orations within the two-layer online ensembles can the proposed Sword++ algorithm attain
the desired gradient-variation dynamic regret, utilizing only one gradient per iteration. A
general presentation of this collaborative online ensemble will be provided in Section 5.
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Algorithm 3 Sword++: meta-algorithm Algorithm 4 Sword++: base-algorithm

Input: step size pool H; learning rate e Input: step size n; € H

1: Initialization: Vi € [N],po; = 1/N : Let X;,4,%x1 be any point in X’

2: fort=1to T do :fort=1to T do

3:  Receive x¢41,; from base-learner B; i1, = Hx[Xe s — 0V fie(x¢)]

4:  Update weight p;11; by (22)-(24) Xe1i = W [Rev1i — 1V fe(xt)]

5 Predict x¢41 = Z£i1 Dit1,iXe+1, Send x;41,; to the meta-algorithm
6: end for end for

@ gk W e

We summarize the procedures of Sword++ in Algorithm 3 (meta-algorithm) and Algo-
rithm 4 (base-algorithm). Though multiple base-learners are performed with different step
sizes to tackle the uncertainty of non-stationary environments, Sword+-+ requires the gradi-
ent information of V f(x;) only at round ¢ and then broadcasts it to all the base-learners for
local update. Therefore, Sword++ is feasible for the one-gradient feedback model. More-
over, the algorithm provably achieves the same gradient-variation dynamic regret as Sword
up to constants, shown in Theorem 4, whose proof is presented in Section 7.4.

Theorem 4. Under Assumptions 1, 2, and 3, set the pool of candidate step sizes H as

e o

where N = [27110g,(G?*T/(8D%L?))] + 1 is the number of candidate step sizes; further
set the correction coefficient as A = 2L and the learning rate of the meta-algorithm as

e =min {1/(8D2L),\/(n N)/(D2(|V fi(x1)[3 + Vr))}. Then, Sword++ satisfies

T T
S filxe) = filw) <O (\/(1 +Pr+Vr)(1+ PT))
t=1 t=1
for any comparator sequenceuy,...,ur € X. In above, Vi = ZtTZQvat(xt)—vft—1(xt_1)H§

is the variant of gradient variation V.

Note that the learning rate tuning of the meta-algorithm requires the knowledge of V.
Yet, this unpleasant dependence can be removed by performing the self-confident tuning over
Vr by monitoring the internal estimate V; = 34, ||V fs(xs) — V fs_1(xs_1)||3. Importantly,
this adaptive learning rate tuning can be easily realized under the one-gradient feedback
model, namely, only V f;(x;) available at round ¢. To avoid clutter, we here stick to a fixed
learning rate instead of a time-varying one, which is more convenient to demonstrate the
collaboration between meta and base layers in the regret analysis (also see Remark 8 in the
proof of Theorem 4). We also defer an adaptive learning rate version to Appendix B.

Up to now, we have shown that it is possible to design online methods to achieve stronger
guarantees than static methods under the challenging one-gradient feedback online learning,
and meanwhile suffer no computational overhead in terms of the gradient query complexity.
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5. A General Framework: Collaborative Online Ensemble

In this section, we formally introduce the proposed collaborative online ensemble framework,
a general algorithmic template designed to achieve (problem-dependent) dynamic regret
guarantees. This framework is particularly crucial for attaining gradient-variation bounds.
As will be demonstrated shortly, our proposed Sword (in Section 4.2) and Sword++ (in
Section 4.3) can both be considered as specific instantiations.

5.1 Algorithmic Template

We focus on the standard OCO setup as specified in Section 3.1. At iteration t € [T], the
player first chooses the decision x; € X, then the environments reveal the loss function
ft + X — R. Subsequently, the player suffers the loss fi(x;) and observes certain gradient
information of V f;(-) according to the feedback model.

The overall algorithmic template implements a meta-base two-layer online ensemble.
There are three crucial ingredients in collaborative online ensemble: (i) the surrogate loss,
(ii) the surrogate optimism, and (iii) the correction terms. Additionally, the negative terms,
hidden in the analysis, play a significant role within the framework. To better present the
algorithmic template, we introduce the following notations:

o for the base-algorithm, let gP2*® : X — R be the base surrogate loss and hb2s¢ : X — R
be the base surrogate optimism;

o for the meta-algorithm, let gf**® : X — R be the meta surrogate loss and h®*2 : X'
R be the meta surrogate optimism, and let ¢; € RY be the correction term.

The base-algorithm updates the decisions {Xt,i}ij\;1 by Optimistic OGD over the base
surrogate loss and optimism, that is,

Xt =y |Xe; — Uthlt)ase(Xt—l,i)} , Xey1y =y [ﬁm - UiVQfase(Xt,i)} ; (27)

where n; > 0 is a fixed step size specified by the step size pool H = {m1,...,nn}. Subse-
quently, the player makes the final decision at this round by x; = Zi]il Dt.iXt i

The meta-algorithm will then update the weight p,+1 € Ax by Optimistic Hedge over
the feedback loss £; € RN and optimism m, € RY,

t
Piy1,i X €Xp <—€( Z ls i+ mt+1,i)> , (28)
s=1

where £ > 0 is (for simplicity) chosen as a fixed learning rate of the meta-algorithm and the
feedback loss ¢; € RY and optimism m; € RV are defined as

Ui = gP®™(xe) + Aeri, and my; = hi®*(xe) + Aers, (29)
where A > 0 is the coefficient of the correction terms and c;; is the i-th entry of ¢;.

Remark 5. The meta-base updates in (27) and (28) are quite versatile, as there are many
options for constructing the surrogate (meta/base) loss, optimism, and the correction term.
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Table 1: Summary of three instantiations of the collaborative online ensemble framework,
including Sword, Sword++, and Sword.optimism.

Algorithm gP2e(x) hPase(x) greta(x) hPeta(x) c
Sword fi(x) fi-1(x) (Vfe(xt),x)  (Vfio1(%e), %) =0
Sword+-+ (Vfie(xa), %) (VSimi(xo1), %) (Velxe),x) (Vi ioi(xem1),%) e = %0 — %1413
Sword.optimism | (V fy(x¢), X) (M, x) (V fi(x¢),%x) (M, x) cri = |I%es — Xe—1.413

We remind that a feasible construction must adhere to the feedback model — in the multi-
gradient feedback model, the entire gradient function V f;(-) is available, while in the one-
gradient feedback model, only the gradient V f;(x;) is available to the player. In Section 5.2,
we will present several concrete instantiations of the general algorithmic template, including
the proposed Sword and Sword++ in the earlier subsections. 9

5.2 Instantiations

In this part, we present three instantiations of the general algorithmic template, including
Sword, Sword++, and another important instantiation, which we refer to as Sword.optimism.
For clarity, we provide a summary of these instantiations in Table 1.

Recovering Sword. We instantiate the algorithmic template as follows: setting

o base surrogate loss as gP**¢(x) = f;(x) and base optimism as h?s®(x) = f;_1(x);

« meta surrogate loss as ¢re**(x) = (Vfi(x¢),x) and meta optimism as hj*?(x) =

(V fi—1(x¢), %), as well as correction term as ¢; = 0.

Then, the template updates in the following way: the base-algorithm updates by
X =y [Xes — iV fim1(xe—1,4)] s Xer,s = o [Xei — iV fe(%04)]

and the meta-algorithm updates by

Pri1,i X exp (—e(zws(xs),xs,» + <Vft<>-<t+1>,xt,i>)> :

s=1

The update procedures precisely recover Sword as presented in Algorithms 1 and 2. Note
that in Sword, there are no correction terms, since the gradient-variation dynamic regret
bound is attained by guaranteeing gradient-variation meta-regret for the meta-algorithm
and gradient-variation base-regret for the base-algorithm, respectively.

Recovering Sword++. We instantiate the algorithmic template as follows: setting

o base surrogate loss as ¢gP**¢(x) = (V/fi(x:),x) and base optimism as hP*¢(x) =
(Vfe1(xt-1),%);
o meta surrogate loss as gre*®(x) = (Vfi(x¢),x) and meta optimism as hf*?(x) =

(Vfi—1(x¢—1),x), as well as correction term ¢; as ¢;; = ||xz,; — xt_l,iH% with x91 = 0.
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Then, the template updates in the following way: the base-algorithm updates by

X = Wy [Xes — iV fic1(xi—-1)], Regri = Iy XKoo — 0V fe(xe)]
and the meta-algorithm updates by

t t+1

Dt41,i O €xXp < - 5( Z<st(xs), Xs,i) + A ZHXs,z’ — X143 + (Vfi(x0), Xt+1,i>))-
s=1

s=1

The update procedures precisely correspond to Sword++. We emphasize once more that the
algorithmic updates only necessitate querying the gradient V f;(x;) at each round ¢ € [T].

Another important instantiation. We further present another instantiation of the
template that can be of independent interest. The resulting algorithm can achieve an
optimistic dynamic regret bound of order O(\/Ar(1 + Pr)), where A = 31 |V fo(x¢) —
M;||3 measures the quality of the optimistic vectors {M;}_;. We instantiate the algorithmic
template as follows: setting

o base surrogate loss gP2*¢(x) = (V f;(x¢),x) and base optimism h2s¢(x) = (M, x);

« meta surrogate loss ¢gre*2(x) = (V fi(x¢),x) and meta optimism h}e*?(x) = (M, x),
as well as correction term ¢; as ¢ ; = ||x¢; — X¢—1]|3 with xg1 = 0.

Then, the template updates in the following way: the base-algorithm updates by

Xei = My (R — M), Reqri = Wy [Reg — 06V fi(x0)] (30)

and the meta-algorithm updates by

t t+1
Pt41,i X €Xp < - 5( Z(st(xs), Xsi) + A ZHXs,z' — Xs- 1,43 + (Mg, Xt+1,i>)>~ (31)
s=1

s=1

We refer to the above meta-base updates, (30) and (31), as Sword.optimism. Its dynamic
regret analysis detailed in Section 5.3. Notice that by setting the optimism as the last-round
gradient, specifically, M; = V f;_1(x¢—1), Sword.optimism recovers Sword++ exactly.

5.3 Theoretical Guarantee

In this part, we present the dynamic regret analysis for Sword.optimism, which is arguably
the most general instantiation of the collaborative online ensemble template. It is straight-
forward to extend Theorem 5 for the general template presented in Section 5.1, specifically,
the meta-base updates in (27) and (28). However, the various variables in the general tem-
plate may somewhat obscure the core ideas. Therefore, we choose to showcase the dynamic
regret analysis for Sword.optimism, as its analysis effectively captures the essence and its
algorithm is also sufficiently general (for instance, it can specialize Sword++).

Theorem 5. Under Assumptions 1 and 2, set the pool of candidate step sizes H as

H:{mzmin{n, 8ng-2%’—1}qu]}, (32)
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where N = [27110g,((8G?T1?)/D?)] + 1 is the number of candidate step sizes; further set
the learning rate of the meta-algorithm as

) In N
€ =min\{ ¢, ST S0 (33)
D237 [V fu(xe) — Myl5
Then, Sword.optimism satisfies that for any comparator sequence uy,...,ur € X,
T T
S filxe) = Y filue) < 2/D2(InN)Ag +24/(D? +2DPr) Ar
t=1 t=1 (34)
2InN  2(D?+2DP 1 1
TR ( * r) + (A—_) Sei — 725p — ASmix-
€ 4an T 4e

In above, Ay = YL |V fi(x¢) — My||3 is the adaptivity term, Pr = Y1 ,|lus1 — g
is the path’ length, Sfﬂ,i = Z?:QHXt,i - Xt—l,iH%: Sp = Z?:2Hpt - pt—lH%; and Smix =
Z?:Q Zfil PeillXei — Xt_17i||% are base stability, meta stability, and mized stability.

The proof of Theorem 5 is presented in Section 7.5. Notice that by setting the correction
coefficient A = 0 and setting clipped parameters 77 and & as appropriate constants, Theorem 5
directly implies an O(\/Ar(1 + Pr)) dynamic regret for Sword.optimism.

As aforementioned, when setting the optimism as My = V f;_1(x;—1), Sword.optimism
recovers Sword++. Consequently, Theorem 5 serves as a preliminary analysis for Sword++
by substituting My = V fi_1(x;—1) in the upper bound (34). By further combining the
analysis of (25) in Remark 4, we can then prove the gradient-variation bound of Theorem 4,
see the detailed argument in Section 7.4. The key element is to effectively cancel out
the additional positive term using negative terms and correction terms jointly, which are
strategically introduced due to the collaboration between the meta and base levels.

6. Implication, Significance, and Lower Bound

In this section, we present several additional results, including the implication to small-
loss dynamic regret, the implication to the worst-case dynamic regret, the significance of
problem-dependent bounds, and a lower bound justification.

6.1 Implication to Small-Loss Dynamic Regret

In this part, we investigate another problem-dependent quantity — the cumulative loss of
comparators defined as Fr = Z?:l fr(uy).

In the conference version, we propose the Sword algorithm (presented in Section 4.2)
to achieve the gradient-variation dynamic regret, and then propose a variant to attain the
small-loss bound, which employs OGD as the base-algorithm and uses the vanilla Hedge
with linearized surrogate loss as the meta-algorithm (i.e., choosing the optimistic vector
M; = 0 for both meta- and base-algorithms). In the current paper, we demonstrate that
the improved algorithm Sword++ designed in Section 4.3 itself provably achieves the small-
loss dynamic regret without any algorithmic modification. In fact, we have the following
theorem regarding the small-loss bound of Sword++-, whose proof is in Section 7.6.
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Theorem 6. Set the parameters the same as those in Theorem 4. Under Assumptions 1, 2, 3,
and 4, Sword++ satisfies that

th(xt) — th(ut) <0 (\/(1 + Pr+ FT)(l + PT)> ,
t=1 t=1

and hence achieves the best-of-both-worlds guarantee:

T T
S fix) =3 filu) <O (\/(1 + Pr+ min{Vi, P (1 + PT)) .
t=1 t=1

The bounds hold for any comparator sequence uy,...,ur € X.

Comparing with Theorem 4, one more assumption (Assumption 4) is required. As men-
tioned, this non-negativity assumption is a precondition for establishing the self-bounding
property for smooth functions (Srebro et al., 2010; Cutkosky, 2023), and thus is commonly
used in the small-loss analysis of online learning and stochastic optimization (Srebro et al.,
2010; Cotter et al., 2011; Zhang et al., 2013, 2019; Zhang and Zhou, 2019).

Remark 6. Our conference version (Zhao et al., 2020b) achieves the best-of-both-worlds
bound in a different way, in which we use a heterogeneous model selection method of learning
an optimism (Rakhlin and Sridharan, 2013) since different optimistic vectors are used for the
small-loss and gradient-variation bounds. As such, three algorithms (Swordyay, Swordgmai,
and Swordpest) are designed to achieve the three different bounds (gradient-variation, small-
loss, and best-of-both-worlds bounds) respectively. By contrast, Theorem 6 indicates that
the Sword++ algorithm can achieve all the three problem-dependent dynamic regret bounds
without any modifications, owing to its one-gradient query complexity property. This also,
to some extent, demonstrates the fundamental importance of achieving gradient-variation
bounds — sometimes this can directly imply a small-loss bound in the analysis. 9

Remark 7. Comparing to the O(\/T(1+ Pr)) minimax rate, Theorem 6 replaces the
dependence on T' by the problem-dependent quantity Pr + min{Vp, Fr} and thus achieves
dual adaptivity in terms of both gradient variation Vp and the small-loss quantity Fr.
Furthermore, one may wonder whether it is possible to replace T by min{Vp, Fr} only.
This requires a lower bound argument and we only have a partial answer. Specifically,
we prove in Theorem 8 that no algorithm can achieve an O(y/(1+ Fr)(1+ Pr)) bound
in general. Nevertheless, we fail to provide a similar reasoning for the gradient-variation
bound. Indeed, we have the following conjectures. For the multi-gradient feedback model,
we are inclined to believe that the O(y/(1 + Pr + Vr)(1 + Pr)) rate may not be optimal
and it might be possible to achieve O(y/(1+ V)(1+ Pr)). For the one-gradient feedback
model, we conjecture that our obtained rate has already been optimal. We leave this
problem-dependent lower bound as an important future work to investigate. 9

6.2 Implication to Worst-Case Dynamic Regret

In this part, we present the implication of the universal dynamic regret to the worst-case
dynamic regret. As discussed in Section 2.2, for the worst-case dynamic regret, there are
two kinds of regularities: path length Pi = Y7 ,[xf ; — x}|l2 and function variation

Vi = ST supger | fio1(x) — fi(x)|. The following theorem provides a reduction to both.
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Theorem 7. Let Ar € Ry be a certain adaptivity term. Suppose there exists an algorithm
A that ensures the following guarantee: for any comparator sequence uy,...upr € X with
path length Pr = ZfZQHUt —wy_1l|2, it holds that

D-Regretp(uy, ..., ur) < /Ar(D + Pr), (35)

for some constant D > 0. Then A enjoys the worst-case dynamic regret bound:
D-Regrety(x}, ..., x7) < 3y/DAr + min {/Ar P, 5DVPTS AP (V3L (36)

Theorem 7 demonstrates that an O(y/Ar(1 + Pr)) universal dynamic regret bound can
directly imply an O(y/Ap + min{,/Ar Pj, (TATVTf )1/31) worst-case dynamic regret bound.
A typical choice of this adaptivity term is A7 = Y.L, ||V fi(x;) — M;||3 that measures the
quality of optimistic gradient vectors {M;}]_;. Then, the implication matches the best-
known optimistic worst-case dynamic regret bound presented in (Jadbabaie et al., 2015;
Zhang et al., 2020b), taking the best of the path-length and function-variation regularities.
It is worth noting that Jadbabaie et al. (2015) achieve this result through a carefully de-
signed doubling trick scheme, which will introduce a potentially non-convex inner optimiza-
tion supycy|fi(x) — fi—1(x)| at iteration ¢ € [T]. In contrast, our Theorem 7 demonstrates
that when the algorithm achieves an O(y/A7 (1 + Pr)) universal dynamic regret, it auto-
matically obtains the desired worst-case dynamic regret bounds. Notably, our proposed
Sword.optimism algorithm (see the last instantiation in Section 5.2) already satisfies this
requirement using the collaborative online ensemble framework.

The proof of Theorem 7 can be found in Section 7.7. Given the universal dynamic regret
bound (35), one can immediately derive an O(v/Ap+ /A1 P}) worst-case path-length bound
by setting u; = x; for any ¢ € [T, but it is less straightforward to obtain the O(v/Ar +
T SA%F/ 3(VF}C )1/3) function-variation bound. To achieve so, we need to introduce a reference
comparator sequence that exhibits piecewise-stationary behavior. The desired function-
variation bound is then achievable by optimally tuning the stationary length of the sequence
during the analysis. The idea was introduced in Zhang et al. (2020b, Appendix A.2), but
an explicit reduction was not provided. We offer a clear presentation of the results.

Moreover, in Theorem 7, we focus on the O(\/Ar(1 4+ Pr)) universal dynamic regret
bound, which incorporates the general adaptivity term Ar. Using a similar analysis, we can
also convert the gradient-variation/small-loss universal dynamic regret bounds, attained by
Sword and Sword—++, into the worst-case dynamic regret bounds. Details are omitted here.

6.3 Significance of Problem-Dependent Bounds

In this part, we justify the significance of our problem-dependent dynamic regret bounds.
We present two concrete problem instances to demonstrate that it is possible to achieve a
constant dynamic regret bound instead of the minimax rate O(\/T(1 + Pr)).

We consider the quadratic loss function of the form f;(z) = 3(a; -z — by)?, where a; # 0
and z € X £ [1,1]. Clearly, the online function f; : R +— R is convex and smooth. Denote
by T the time horizon. The coeflicients a; and b; will be specified below in each instance.

Instance 1 (Vr < Fr). Let the time horizon T'= 2K + 1 be odd with K > 2. We set the
coefficients a; = 0.5 — &4 and b, = 1 for all ¢ € [T].
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We set the comparator u¢ to be the minimizer of f;, i.e, uy = z7 = argmin y fi(x).
Clearly, uy = 1 fort € [K 4+ 1], and uy = —1 for t = K +2,...,T. A direct calculation shows

T 2
T—-2t4+3 1
Vpr = E sup |(a? _1—a 2:§ su ()g;—
T Z 2$€E| i1 —af)r — (a1 t)| t:ﬂeg T2 T
K+2 2 T 2 T 2
2T — (2t — 3) 2% —3 2
N Z( T2 ) 2 ( T2 ) <Z<T> = o)

t=2 t=K+3

s 1 t—1 t—1  \?
(apu —br)* = 3 5 (05— — -1 + Z —05+ —= 1) =06(T).
t=1 tK+2

l\')\)—t

=3

We can observe that the gradient variation Vp = O(1) is significantly smaller than the
small-loss quantity Fir = ©(T') in this problem instance; and meanwhile, the path length
is Pr = O(1). Then, the minimax dynamic regret bound is O(\/T(1 + Pr)) = O(VT);
the small-loss bound is O(y/(1 + Pr + Fr)(1 + Pr)) = O(V/T); and the gradient-variation
bound is O(v/(1+ Pr+ Vr)(1+ Pr)) = O(1). As a result, by exploiting the problem’s
structure, Sword++ can enjoy a constant dynamic regret against w1, ..., ur in this scenario,
significantly improving upon the problem-independent bound of order O(v/T).

Instance 2 (Fr < Vp). Let the time horizon T = 2K be even. During the first half
iterations, (a¢, b:) is set as (1,1) on odd rounds and (0.5,0.5) on even rounds. During the
remaining iterations, (ay, by) is set as (1, —1) on odd rounds and (0.5, —0.5) on even rounds.

We set the comparator u; to be the minimizer of f;, i.e, uy = zj = argmin,cy fi(x).
Clearly, uy =1 for t € [K], and uy = —1 for t = K + 1,...,T. A direct calculation shows

Vr = Z sup|(a?_; — a)x — (ar_1bi—1 — aby)|* = O(T), Fr=0.
1—2 TEX
We can see that the small-loss quantity Fr = 0 is considerably smaller than the gradi-
ent variation Vr = O(7T) in this scenario; and meanwhile, the path length is Pr = O(1).
Then, the minimax dynamic regret bound is O(\/T(1+ Pr)) = O(VT); the gradient-
variation bound is O(y/(1+ Pr + Vr)(1 + Pr)) = O(VT); and the small-loss bound is
O(V/(1+ Pr+ Fr)(1+ Pr)) = O(1). As a result, by exploiting the problem’s structure,
Sword++ can enjoy a constant dynamic regret against uq,...,ur in this scenario, signifi-
cantly improving upon the problem-independent bound of order O(v/T).

6.4 A Lower Bound
We here present a lower bound for dynamic regret of convex and smooth functions.

Theorem 8. For any online algorithm A, there always exists a sequence of convex and
smooth functions fi,..., fr and a sequence of comparators ui,...,ur, such that, for any
constant ¢ > 0,

T T
S filxe) = S felue) > /(1 + Fr)(1+ Pr). (37)
t=1 t=1

when the time horizon T is sufficiently large.
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For the static regret bound, the worst-case minimax rate O(v/T) can be improved
to O(VFr) or O(y/Vr) by substituting the dependence on T with problem-dependent
quantities. A natural question for universal dynamic regret is whether it is possible to
also attain an O(y/(1+ min{Vz, Fr})(1+ Pr)) bound that improves the minimax rate
O(y/T(1 + Pr)). Theorem 8 shows that no algorithm can achieve the O(\/(1 + Fr)(1 + Pr))
universal dynamic regret bound. We provide the proof in Section 7.8, where the probabilistic
method is applied to show the contradiction. In the constructed problem instance, the small-
loss quantity is always Fr = 0, and there exist a certain online function sequence {f;}L;
such that the dynamic regret is lower bound by Q(T'). Therefore, the O(\/(1 + Fr)(1 + Pr))
upper bound would violate this lower bound, rendering it unfeasible. Nevertheless, as the
gradient variation Vp = 37y supye ||V fi(x) — V fi_1(x) |3 is larger than 0 in this instance,
we cannot rule out the possibility of the O(y/(1 + Vr)(1 + Pr)) upper bound.

7. Proofs

This section presents the proofs of main results, including Theorem 1 of Section 3, Theo-
rems 2—4 of Section 4, Theorem 5 of Section 5, and Theorems 6-8 of Section 6.

7.1 Proof of Theorem 1

Proof The instantaneous dynamic regret can be upper bounded and decomposed as

fe(xe) = fi(wy) <V fe(xq) — My, x¢ — Xyq1) + (M, x¢ — Xyq1) +(Vie(%0), Ko — wy)

term (a) term (b) term (c)

In the following, we use the stability lemma (Lemma 5) to bound term (a) and appeal to
the Bregman proximal inequality (Lemma 4) to bound term (b) and term (c).

We first investigate term (a). Intuitively, the prediction x; should be close the X;1 when
the optimistic vector M; is close to the gradient of the next iteration V f;(x;). The intuition
is formalized in the stability lemma (Chiang et al., 2012, Propostion 7), as restated in
Lemma 5 of Appendix C, which implies ||x; —X¢t1]| < m¢]|V fi(x:) — My ||« and consequently,

term (a) < ||V fi(xe) — My|lllxe — Rega|l < mel|V felxe) — Myl[2.

We now analyze term (b) and term (c). By the Bregman proximal inequality (Lemma 4)
and the OpTiMISTIC OMD update step x; = argmin, ¢ y {1 (M, x) + Dy (x,X;)}, we have

E

term (b) = (M, %t — X¢41) <
n

(Do (Res1,%0) = Dy(Re1,x1) = D (1, %))

=y

Similarly, the update X;41 = argmin, ¢ {n:(V fe(x¢),x) + Dy (x,X;)} implies
~ 1 - - ~ ~
term (C) = <Vft(Xt), Xt4+1 — ut> S 77 (Dw(ut, Xt) — Dw(ut, XH—I) — D¢(Xt+1, Xt)>.
i
Combining the three upper bounds completes the proof. [ |
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7.2 Proof of Theorem 2

Proof Substituting the definitions of feedback loss and optimism into Lemma 2 yields

T
D AV (%), %t — xt3) < eD?(|V fi(x4) — Vi1 (Xe) |13 + M—*ZHM pe1l7.

t=1
Together with the derivations in (17) and (18), this implies

T T
In N 1

Z(Vft(xt),xt — Xt,i> S 2ED2(G2 =+ VT) + — 4+ <2D4L25 — 4) ZHpt — pt—l”%

t=1 € €/ =

Setting the learning rate as ¢ = min{1/(4D?L),/(In N)/(2D%(G? + V7))}, by Lemma 7

we obtain an 2D+/2(G2 + Vy)In N + 8D?LIn N upper bound, which ends the proof as

fr(x¢) — fr(xes) < (Vfe(xt), x¢ — x¢4) holds due to the convexity of online functions. [ ]

7.3 Proof of Theorem 3

Proof As stated in (10), dynamic regret can be decomposed into the meta-regret and
base-regret, and the decomposition holds for any base-learner’s index i € [N].

Upper bound of meta-regret. Theorem 2 shows that for any i € [N],

~

T
neta-regret = 3 fi(x/) Z (x¢) < 2D1/2(4G? + Vp)InN +8D*LInN.  (38)
t=1 t=1

Upper bound of base-regret. Lemma 1 indicates that for any index ¢ € [N],

T T
base-regret = Z fe(xe4) — Z fi(u) < ni(G* +2Vr) + 2177'(D2 +2DPr), (39)
t=1 t=1 il
where 7; € H is the step size associated with the ¢-th base-learner. Recall in Lemma 1,
we require the step size 7; < 1/(4L) to leverage the negative term in the regret analy-
sis. Denote by n* = \/(D? +2DPr)/(G? + 2Vr) the optimal step size without consider-
ing the constraint and by 5’ = min{1/(4L),n*} the clipped one. Notice that we have
m = +/D?/(8G?*T), ny = 1/(4L), and m; < nt < nn, due to path length Pr € [0, DT] and
gradient variation Vo < 4G?(T —1) by Assumption 1 and Assumption 2. More importantly,
owing to the construction of the step size pool H in (19), we can assure that there exists an
index i* € [N] such that n;s <l < n;«y1 = 2m;«. As a result, we pick ¢ = i* in (39) and get

D? +2DP
base-regret < n;+(G? 4 2Vp) + %
Ul
D? +2DP
< 2\/ (G? +2Vy)(D? + 2DPr) + 8L(D* + 2D Pr) (41)
< O(\/(1+PT+VT)(1+PT)). (42)

In above, (41) holds because 7' is either n* or 1/(4L) and
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« when 5 = 7*, the right hand side of (40) = 2/(G? + 2Vr)(D? + 2DPr);

o when 5 = 1/(4L), we have n* = \/(D? +2DPr)/(G? + 2Vy) > 2=, which implies
that (G2 4 2Vr) < 4L(D? 4+ 2DPr). Under such a case, the right hand side of (40)
=4L(D? + 2DPr) + £ (G* + 2Vr) < 8L(D*+ 2DPr).

Combining two upper bounds yields (41) and further obtains (42).

Upper bound of overall dynamic regret. Note that the meta-base regret decom-
position (10) and meta-regret upper bound (38) hold for any index ¢ € [N]. Hence, we
can choose the index as i* as specified above and further combine the base-regret upper
bound (39) to achieve the final desired result. Hence, we complete the proof of Theorem 3. W

7.4 Proof of Theorem 4

Proof Since Sword++ is essentially an instantiation of the collaborative online ensemble
framework, we prove its dynamic regret building upon the general result of Theorem 5.
We substitute M; = V fi_1(x¢—1) into (34) of Theorem 5 and notice that

T T
Ap <GP 42 |IVFi(xt) = Vira(x) 5+ 2D IV firr(xe) = Vo1 (xi-1) 3
t=2 =2
T T
< G2 4 25up SV AG) - Vi ()3 + 2023l — x4
< G? + 2V + 4L%Spix + 4D*L2S,,. (43)
As a result, the first term of (34) of Theorem 5 can be further bounded by

2y/D?(In N)Ar

< 2\/D2(In N) (G? + 2Vp + 4L2Spix + 4D?L2S))

< 2\/D2(In N) (G + 2Vr) + 2y/D?(In N) (4L2Smix + 4D2L2S),)

21n N
<2,/D2(n N) (G2 + 2v7) + % + 82D L2 Sy + 8EDL2S,, (44)

where the last inequality is a consequence of the AM-GM inequality. Using a similar argu-
ment, we can bound the second term of (34) of Theorem 5 by

2\/(D? + 2D Pr) Ay

< 2\/(D? + 2DPr)(G? + 2Vp + 4L2Six + 4D2L2S,)
2D? + 4D Pr

< 2\/(D? +2DPr)(G? +2Vy) + + 8L Sy + STD2L2S,.  (45)
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Plugging (44) and (45) into (34), we get the following dynamic regret bound,

!

T
Z fe(xt) — Z fe(ug
t=1

4In N N 4(D* +2DPr)
3 n
1 1
+ <)\ — 477> Sei+ (877D2L2 +8D*L? — 45> S, + (877L2 +82D%L? — /\> Smix. (46)

< 2\/nN (G2D? + 2D2Vy) + 2\/(D? + 2DPr)(G2 + 2V7) +

We complete the proof by dropping the last three non-positive terms, which is ensured by
the parameter configurations A = 2L, 7 = 1/(8L) and £ = 1/(8D%L). We finally men-
tion that the InN = O(loglogT) term is treated as a constant throughout the paper.
Actually, this term can be improved to loglog Pr by imposing a non-uniform prior over
base-learners (Zhang et al., 2018a, Proof of Theorem 3). Details are omitted here. |

Remark 8 (Collaboration in Regret Analysis). The derivation uses a fixed learning rate for
the meta-algorithm, which not only simplifies the proof but also more effectively illustrates
the collaboration of meta-base two layers in the analysis. The analysis in (46) highlights
the crucial role of collaboration between meta and base layers. The positive terms — base
stability S, ;, meta stability S, and mixed stability Swix — cannot be cancelled solely by
negative terms within their respective layer. Instead, they necessitate additional negative
terms, either from regret analysis or algorithmic corrections, to help cancel out. 9

7.5 Proof of Theorem 5

Proof The proof shares the same spirit with that of Theorem 3, where we decompose the
overall dynamic regret into the meta-regret and base-regret. The difference is that we now
use a linearized surrogate loss function to substitute the original loss function. Indeed,

T T T T
th(xt) - th( Z V fi(xt), th Z V fi(xt), Xt — )
t=1 t=1 t=1 t=1 (47)

meta-regret base-regret

Notably, the above meta-base regret decomposition holds for any base-learner’s index ¢ €
[N]. In the following, we upper bound these two terms respectively.

Upper bound of meta-regret. According to the definitions of the feedback loss £; and
the optimism my, see the definition below (28), we can rewrite the meta-regret as

T

meta-regret = Z (pt, £1) ZEH — )\ZZPtzHXn —x¢-1,ill3 + )\Z”th

t=1 t=11i=1
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We use Lemma 2 and the setting of step size e = min{&, /(In N)/(D%2Ar)} to get

Z(pwet) - th,i <eD ZHVft(Xt) - Mo+ ——- ZHPt P}
t=1 t=1 t=1

2In N 1
< 2y/D?(InN)Ar + — —*Zﬂpt pilfi-

Combining above two inequalities, we obtain

2InN
meta-regret < 2,/D?(In N)Ap + = ZHpt P}
€
T N T
- AZZPt,z’HXt,z’ -

t=11i=1 t=1

(48)

Upper bound of base-regret. By Lemma 1, we obtain the base-regret for any i € [N],

D? +2DP, 1
base-regret < mAT + TT - — ZHth — X¢—1 1”2 (49)

Upper bound of overall dynamic regret. Combining the meta-regret (48) and the
base-regret (49) with the decomposition (47), for any i € [IV], we arrive at

T T
th(xt) - th(llt)

D?+2DPr 2InN
+ —
2777; 3

1\Z ) 1 X ) T N
+ <)\ — ) ZHXM — Xt 1illa — = ZHPt —pillf — )\Z Zpt,iHXt,i -
477 t=2 de t=2

t=11i=1

<2 Dg(ln N)Ar +niAr +

(50)

Here, we remain to choose the best base-learner to make the term n; Ap + M tightest

possible. Note that the optimal step size is n* = /(D% +2DPr)/Ar, but nevertheless
the step size we should identify is nT = min{n*, 7} due to the threshold in the step size

pool (32). It can be verified that candidate step sizes range from 17, = Sg—;T tony = 1.

« when nf = n*, there must be an index i* satisfying ny+ < n* < n;41 = 2n;«. We choose

i = 4* and obtain n;« Ap + % <n*Ar+ % =2/(D%*+2DPr)Ar;

. w}21en n' = 7, we will choose the compared index as i = N and obtain that nyAr +
DE2DPy _ Ag + DH2PPe < (2D2 + ADPy) /7.

As a result, taking both cases into account completes the proof. |
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7.6 Proof of Theorem 6

Proof The proof shares the same spirit as that of Theorem 4, whereas we upper bound the
adaptivity term in a different way to achieve the small-loss bound. Specifically, we convert
the adaptivity term to the cumulative loss of decisions defined by FX = ST fi(xe).

T T
Ar < IV A1) 3+ 2D IV Axo)ll3 + 2D IV fema (ke 113
t=2 t=2
T T T
<8LY  fi(xe) + 8L fi1(x¢-1) < 16L Y fi(xs) = 16LFY,
t=1 t=2 t=1

where the second inequality comes from the self-bounding property of smooth and non-
negative functions as shown in Lemma 6. Then, a direct application of Theorem 5 with the
parameter configurations A = 2L, 7 = 1/(8L) and & = 1/(8D?L) indicates

T T
S filxe) = 3 fulw) < 2\/16LD? In NFY + 2\/16L(D? + 2D Pr) F¥
t=1 t=1

+16D?LIn N + 16L(D? + 2DPry).

According to the definition of Fr and F%( , the above inequality implies that

EX — Fr < 2\/16L(D2 In N + D2 + 2DPr)FX 4+ 16L(D*In N + D? + 2D Pr)

< 2\/16L(D2 In N + D2 4+ 2DPr)(Fr + 16L(D21n N + D? + 2DPr))
+80L(D*In N + D? +2DPr)

= O(\/(1+ Pr + Fr)(1 + Pr)) + O(1 + Pr)
= O(\/(1+ Pr + Fr)(1 + Pr)), (51)

where the second inequality is by the converting trick in Lemma 9. This ends the proof. B

7.7 Proof of Theorem 7

Proof By the universal dynamic regret bound D-Regrety(uy,...,ur) < VAr(D + Pr)
and choosing u; = xj, we directly obtain the path-length worst-case dynamic regret bound:

D-Regretp(x7,...,x7) < \/Ar(D + Py). (52)

In the following, we focus on the function-variation type bound. This is achieved fol-
lowing the argument of Zhang et al. (2020b), we introduce a virtual piece-wise stationary
comparator sequence that only changes every A € [1,T] iterations. Specifically, denoting
by Zp, = [(m — 1)A + 1, min{mA, T'}] C [1,T] the m-th interval, we define the comparator
over the interval Z,,, as x7 € argminycy > ez, fi(X). There are in total M = [T/A]
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intervals. Then, we can decompose the worst-case dynamic regret as

~

T M M
D-Regretp(x7,...,x7) = th(xt) - Z Z fi(xz,)+ Z Z fi(xz,) — th(xt)
t=1

m=1tcl, m=1tcl,, t=1

term (a) term (b)

For term (a), since the piece-wise stationary comparator sequence only changes M —1 times,
its path length is at most D(M — 1). Thus, the universal dynamic regret (35) ensures

/ DTA
term \/AT D—l—D —1 < DAT 1—|— <\/DAT—{— T

Moreover, the argument in Besbes et al. (2015, Proposition 2) shows that term (b) < 2AVf
Combining the upper bounds for term (a) and term (b), we obtain

/DTA
D-Regrety (x5, ..., x5) < VDAr + T yanvi.

The optimal interval length is A, = (DTAT)l/S(VIf)’Q/?’, which will lead to an O(v/Ar +

1
A%T% (V{f )%) worst-case dynamic regret. However, a caveat is that the interval length
A € [T should be a positive integer, so we use the clipped version A+ = min {[A,],T}.
We show that (36) is achievable with A; by considering the following three cases.

e Case 1 (1 <A, <T): insuch a case, At = [A,] and thus A, < A < 2A,,

« X DT Ar ¥ [ I
D-Regretp(x7,...,x7) < VDA + AT 4NV} < /DAp+5D3A3Ts(V{)3.

*

e Case 2 (A, >T): in such a case, Ay =T and VDA > TVQf. Then, we have
D-Regrety(x%,...,x5) < /DAr + VDAr + 2TV < 3/DAr.

o Case 3 (A, <1): insuchacase, Ay =1and DA7T < ij. Since Py < DT, we have

1
VArP; < /DATT < D%A%Té (VTf)%, indicating that the path-length bound (52) is
tighter than the desired result (36).

The proof is completed by combining above three cases and the path-length bound (52). B

7.8 Proof of Theorem 8

Proof The theorem is proved by the probabilistic method, following the proof of Zhang
et al. (2017, Theorem 5). For iterations ¢ = 1,...,T, we randomly sample a convex and
smooth function f; : R — R from the distribution P.

35



ZHAO, ZHANG, ZHANG, ZHOU

Specifically, we construct the function as f;(x) = ||x — o&¢||3, where ¢ > 0 and ¢; € R?
is a random vector with components sampled independently from the Rademacher dis-
tribution, i.e., &¢(i) = 1 or —1 with equal probability of 50%. We further set the com-
parator w; = x; = argmingcy fi(x) = oeg;. Denote by x; the decision returned by
any deterministic online algorithm A. Then the expected dynamic regret is defined as
E[D-Regrety] = E [Zle fi(xe) = L, ft(ut)} with expectation taken over the randomness

of the online function f;. Then, we show that E[D-Regret;] > +/T/2-E[\/(1 + Fr)(1 + Pr)].
On one hand, noticing that E[o(x;, ;)] = 0 and E[0?||e;||3] > do? for any t > 1, we have

T T
E[D-Regrety] = > Ellx; — oeill3] = Y Ell[x[[ + 20(xs,&1) + 0?[le]|3] > dT0?,
t=1 t=1

On the other hand, let d:(i) = (i) — &,-1(7). We have

T
E[PT(ulv' . 'auT)] = UZE
t=2

3 ag(i)] < ai iIE [02(i)] < V2dTo, (53)
=1

t=2 \1i=1

(2

where the first inequality is due to the Jensen’s inequality and the second inequality is by
the fact that E [67(i)] = 2 for any ¢ € [T] and i € [d]. The above equation leads to

B[/ o1+ Pr)] = BIVTT i) < /17 BIPy) < (20)} 7o

By choosing o = 1, we can ensure that E[D-Regret] > /T/2-E[\/(1+ Fr)(1 + Pr)]. We
note that the choice of ¢ might lead to a violation of the bounded domain assumption,
which can be easily fixed by rescaling. Then, the probabilistic argument implies that for
any algorithm A there exists a sequence of online functions fi,..., fr and comparators
{u; = x}}_, such that D-Regret; > \/T/2- /(1 + Fr)(1 + Pr). This ends the proof. M

8. Experiments
This section provides empirical studies to validate the effectiveness of our algorithms.

Settings. We simulate the online environments as follows. The player sequentially receives
the feature of an instance and is then required to make the prediction. We focus on the online
regression problem, where at each round an instance (1), ;) is received with 1, € ¥ C R?
being the feature and y; € Y C R being the corresponding label. At each round, the player
first receives the feature 1y and is required to make the prediction by 4 = 1#; xX; based on
the learned model x; € X C R?; then, the ground-truth label y; € R is revealed and the
player suffers a loss of ¢(y, §¢), where in the simulation we choose the Huber loss defined as

( A): %(y_i/\)Z? for |y_:f/\| Séa
’ §(ly — gl — 16), otherwise.

As a result, the online function can be regarded as a composition of the loss function and
the data item, that is, f; : X — R with f;(x) = £(y, %/ x). It can be verified that the
online functions are convex, and satisfy the condition of non-negativity and smoothness.
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Figure 1: Performance comparisons of all algorithms in terms of cumulative loss.

Datasets. We compare the performance on both synthetic and real-world datasets. First,
the synthetic data are generated as follows: at each round, the feature x; € R? is randomly
generated from a ball with a radius of T', i.e., B = {1 € R?| ||[4|]2 < I'}; the associated label
is set as y; = ¥, x} +¢;, where ¢; is the random noise drawn from [0,0.1] and x} € R? is the
underlying model. The underlying model xj is randomly sampled from a ball with a radius
of D/2 (recall that D is the diameter of the feasible domain throughout the paper), and it
is forced to be stationary within a stage and will be changed every S rounds to simulate
non-stationary environments with abrupt changes. In our simulation, we set I' =1, D = 2,
d =5, T = 50000, S = 1000, and 6 = 2. Next, we employ a real-world dataset called
Sulfur recovery unit (SRU) (Gama et al., 2014; Zhao et al., 2021b), which is a regression
dataset with slowly evolving distribution changes. There are in total 10,081 data samples
representing the records of gas diffusion, where the feature consists of five different chemical
and physical indexes and the label is the concentration of SOs.

Contenders. We compare the performance of the following algorithms: (i) OGD (Zinke-
vich, 2003), online gradient descent, which is an OCO algorithm designed for static regret
minimization; (ii) Ader (Zhang et al., 2018a), an OCO algorithm designed for optimizing
dynamic regret yet with only problem-independent guarantee; (iii) Sword, the algorithm
proposed in Section 4.2, which achieves problem-dependent dynamic regret guarantees re-
quiring multiple gradients per iteration; and (iv) Sword++, the algorithm proposed in Sec-
tion 4.3, which achieves the same dynamic regret with only one gradient query per round.
The implementations of all algorithms are based on PyNOL package (Li et al., 2023a).

Results. We repeat the experiments five times and report the mean and the standard
deviation in Figure 1 and Figure 2. In Figure 1, we examine the performance in terms of
cumulative loss. First, we can observe that OGD incurs a large cumulative loss over the
horizon and is not able to effectively learn from the non-stationary environments. By con-
trast, both Ader and our approach (Sword, Sword++) achieve a satisfactory performance
in the presence of distribution changes. Moreover, Sword and Sword+-+ exploit the adap-
tivity of the problem instance and thus achieve more encouraging empirical behavior than
Ader, which demonstrates the empirical effectiveness. Figure 2 reports the running time

37



ZHAO, ZHANG, ZHANG, ZHOU

102 4 10' 4
10' 4 10°
® ®
E E
' 10°4 ' 1074
2 2
T T
S S
ERCN S 107
107 4 N
—— OGD 10 —— OGD
Ader Ader
107 4 —— Sword 1074 —— Sword
—— Sword++ —— Sword++
v " " " v " v " v v " " v " "
0 2500 5000 7500 10000 12500 15000 17500 20000 0 2000 4000 6000 8000 10000
Iteration Iteration
(a) synthetic data (b) real-world data

Figure 2: Performance comparisons of all algorithms in terms of running time (in seconds).

comparison, where the y-axis uses a logarithmic scale for a better presentation. We can
observe that OGD is the most computationally efficient; besides, Ader and Sword—++ are
also comparable. By contrast, Sword requires significantly more running time. The result
accords to our theory well, in that the gradient computation is the most time-consuming
in our simulations. Theoretically, both Sword++ and Ader (with linearized surrogate loss)
only require one gradient query per iteration, which shares the same gradient query com-
plexity with OGD. On the contrary, Sword needs to query N = O(log T') gradients at each
round and is thus much more computationally inefficient. In summary, the empirical re-
sults validate the advantages of our proposed algorithms, notably showing that Sword++
behaves well and is computationally light.

9. Conclusion

In this paper, we exploit the easiness of problem instances to enhance the universal dynamic
regret. We propose two novel online ensemble algorithms, Sword and Sword++, for convex
and smooth online learning. Both algorithms achieve a best-of-both-worlds dynamic regret
of order O(y/(1 + Pr +min{Vr, Fr})(1 + Pr)), where Vi measures the gradient variation
and Fr is the cumulative loss of comparators. These quantities are at most O(T') yet
can be very small when the problem is easy, hence reflecting the difficulty of problem
instance. Consequently, our bounds can outperform the O(1/T(1 + Pr)) minimax dynamic
regret (Zhang et al., 2018a) by exploiting smoothness. Our results are accomplished by
several crucial technical ingredients. We adopt optimistic online mirror descent as a unified
building block for both base and meta algorithms, and carefully exploit the negative terms
in the regret analysis. Moreover, in the design of Sword++, we introduce the framework
of collaborative online ensemble. This framework emphasizes the importance of jointly
using negative terms in the regret analysis and integrating additional correction terms in
the algorithmic design, which facilitates effective collaboration between the meta and base
layers. By incorporating these elements, we can finally achieve favorable problem-dependent
dynamic regret guarantees under the one-gradient feedback model.

38



ADAPTIVITY AND NON-STATIONARITY: PROBLEM-DEPENDENT DYNAMIC REGRET FOR OCO

All of attained dynamic regret bounds are universal in the sense that they hold against
any feasible comparator sequence, making the algorithms adaptive to non-stationary en-
vironments. An important future work is to investigate the optimality of our attained
problem-dependent dynamic regret bounds. We now only have very preliminary under-
standings for small-loss dynamic regret (see the lower bound in Theorem 8 and conjectures
regarding the gradient-variation dynamic regret in Remark 7). However, a complete under-
standing requires refined problem-dependent lower bounds.
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Appendix A. Proofs of Lemma 1 and Lemma 2

The versatility of OpTiMISTIC OMD makes it very general to derive many existing results
in a unified view. We elucidate two implications of Theorem 1, which serve as proofs of
Lemma 1 (dynamic regret of OEGD) and Lemma 2 (static regret of Optimistic Hedge).

Proof [of Lemma 1] We first show a general result for Optimistic OMD with an arbitrary
optimistic vector M; € R? and the regularizer 1 (x) = %Hx“%, and then prove Lemma 1 by
simply substituting M; = V f;_1(x¢—1) into it.

It is well-known that ¢(x) = %[|x||3 is 1-strongly convex with respect to the Euclidean
norm || - [|2 and Dy(x,y) = 3/|x — y||3. Thus, Theorem 1 implies

T T T 1 X

D fuloxe) = 3 fulw) < n IV fuloce) = Millg 4 53 (Jhae = a3~ jwe = Rea )

t=1 t=1 t=1 t=1

1 &y -
= 5o 2 (IRern = el + 1% = xa[13).
ntzl

Notice that the second term can be upper bounded as follows.
T

T
> (e = %3 = e = %esall3) < on =53+ 3 (I = %013~ fJues - %3)
t=1 t=2

T T
< lup — %[5 + ZHut — w1ll2fluy — X + w1 — Xell2 < D* 42D ZHut — w1l
t=2 t=2

We further evaluate the last term using the inequality of a? 4+ b > (a + b)?/2 and obtain

T T T
N N N N 1
> (IR =l 4 1% = xal13) = D (1% = xea 3+ 1% = xel13) = 5 D llxe = x5
t=1 t=2 t=2
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Hence, combining all the three inequalities, we get the following result:

!

T T
S felxe) =D fe(ae) <D IV felxe) — Myll3 + (D2 +2DPr) — — ZHXt —x¢1f3-
t=1 t=1 t=1 t 2

When choosing the optimism as the last-round gradient M; = V f;_1(x¢—1), the adap-
tivity term .1 ||V fi(x¢) — M||3 can be upper bounded in the following way:

T T
SV i) = Mill < 6%+ 237 (IVFi(xe) = Vi ()3 + 1V fi1(x) = Vioa (xi1)13)

t=2
T

<G2+2ZsupHVft( ) = Vi1 ()5 +2L% Y [lxe — x¢-1]3,
t=2 XEX t=2

where the last step exploits L-smoothness of online functions. Therefore,

T
1
(ug) < n(G?+2Vy) + n(D2 +2DPr) + (277L2 - 477> > lIxe — xi—1ll3
t=2

IIM’ﬂ

T
Z fr(xt) —
t=1
1
n(G? +2Vr) + %(D2 +2DPy),

where 7 < 1/(4L) ensures the last term to be non-positive. This ends the proof. [ |

Next, by choosing the regularizer ¥ (p) = 3>~ p; Inp;, the online function f;(p) = (p, £;)
and optimism M; = m,, Optimistic OMD recovers Optimistic Hedge (Rakhlin and Srid-
haran, 2013). Here, with a slight abuse of notations, we now use p € Ay to denote the
variable in prediction with expert advice. Theorem 1 implies the static regret for Optimistic
Hedge algorithm by choosing comparators as a fixed one in the simplex.

Proof [of Lemma 2] It is well-known that the negative entropy ¢ (p) = Zf;l p; Inp; is
L-strongly convex with respect to || - |1 and Dy(p,q) = Sr piln(pi/g;). By choosing
comparators as e;, Theorem 1 indicates that the regret Zthl ((pt, :) — Ly3) is bounded by

m\»—\

T T
52”@ my|% + = Z (Dw e;,pt) — Dy(ei, Dr+1) ) Z (Dd) (De+1, D) + Dz&(PmPt))
- £t =1

The second term on the right hand side exhibits a telescoping structure, and thus

M| =

T

. 1 R 1
> (sz ei, Pt) Dw(eiathrl)) < “Dylei,p1) = — In(1/prs).
t=1

By Pinsker’s inequality Dy (p, q) = KL(p,q) > 3|p — ||}, we have

T 1 T R R 1 T
Z (sz Di+1,Pt) + Dy (pt, D ) 5 Z <||Pt+1 —pillT+ llpe — Pt||%> — Z lpe — pe—1ll3,
t=1 t=1 t=2

,p
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where the last inequality is got by regrouping the sum and applying triangle inequality.
Combining all above inequalities ends the proof. |

The negative term in the regret bound (13) of Lemma 2 is very essential, which is quite
useful in a variety of problems requiring adaptive bounds. Our analysis is based on the
unified view of Optimistic OMD (Theorem 1), and is much simpler than the original proof
of Syrgkanis et al. (2015) using the mathematical induction from the lens of FTRL.

Appendix B. Adaptive Learning Rate Version

In the main text, our proposed algorithms, Sword and Sword++, deliberately employ a fixed
learning rate for the meta-algorithm.This choice is made to simplify the presentation and
the regret analysis, thereby helping reader to better understand the key idea of facilitating
collaborations in meta and base levels, as highlighted in Remark 8 of the analysis.

Nevertheless, the meta-algorithm learning rate tuning requires the knowledge of gra-
dient variation Vi = 7 o supye x|V fi(x) — Vfi_1(x)||3 (for Sword) or its variant Vp =
SV fi(x:) = Vfi_1(x¢-1)||3 (for Sword++), which is not desired. This section demon-
strates an adaptive version using the self-confident tuning framework (Auer et al., 2002)
such that the meta-algorithm does not require such information ahead of time.*

We first extend the collaborative online ensemble framework in Section 5 to an adaptive
version, and subsequently use it to prove the gradient-variation and small-loss dynamic
regret bounds for the adaptive version of Sword++.

B.1 Adaptive Collaborative Online Ensemble

In this part, we provide the adaptive learning rate version of the unified framework presented
in Section 5. Comparing with the fixed learning rate version, the only difference is that we
run the optimistic Hedge with a time-varying learning rate for the meta-algorithm,

t
D41, X €xXp <_€t(zgs,i + mt—l—l,i)) ) (54)
s=1

where the loss vector £; and m; share the same configurations as (28). For any i-th base-
algorithm, we use the same update rule as the fixed learning rate version

xti =y [Xeg — niMy], Xeqr = W [Xei — miV fie(xe)] (55)
Then, we can generate the prediction by x; = Zi]\il Dt,iX¢,; and have the following guarantee.

Theorem 9. Under the same assumptions and parameter configurations as Theorem 5 and
setting the learning rate of the meta-algorithm as

In N
€4 = min« &, ’ o6
t { W zzlum<xs>—MsH%} )

4. For simplicity, we only present the adaptive version for Sword++, and the one for Sword can be similarly
obtained (which is actually simpler). Moreover, an important note is that our adaptive version also only
requires one gradient per iteration, hence still feasible for the one-gradient feedback model.
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we have the following dynamic regret bound for the decisions specified by (54) and (55)
against any comparators uy,...,ur € X,

T T

In N ~
S filxe) = 3 fe(ur) < 4D’ NA7 + 2/(D2 + 2D Pr) Ar + n? +25D2G?
t=1 t=1

2(D? +2DPr) 1 1
R ——— <>\ - 477> Sx,z - Zg—sp — AShix- (57)
In above, G = maxc7||V fi(x) — Myll2, Ar = ZthlHVft(xt) — M3, Pr = Z:;F:QHut_l —

Wll2, Sei = S imallxes — xi-14l3, Sp = Siallpe — proall}, and Smix = Yo Sk prallxei —
x¢—1||3 are base stability, meta stability, and mized stability.

Remark 9 (Optimistic Hedge with Time-varying Learning Rates). We remark that, in
the fixed learning rate case, one can show that the Optimistic Hedge (24) is identical to
Optimistic OMD with the negative-entropy regularizer. However, the adaptive learning rate
version (54) can only be interpreted as an FTRL algorithm. Thus, it is hard to directly apply
Theorem 1 to obtain the meta-regret. We choose a FTRL-type meta-algorithm instead of
an OMD-type algorithm, in that OMD with time-varying learning rates would suffer linear
regret in the worst case when using the negative-entropy regularizer. While this can be
remedied by the dual stabilization (Fang et al., 2020), we just use FTRL for simplicity. 9

Proof [of Theorem 9] The proof is almost the same to that of Theorem 5. The main
difference is that we use a counterpart of Lemma 2 to bound the meta-regret for the adaptive
learning rate version (54). Specifically, since (54) is identical to Optimistic FTRL pyy1 =

argmingen (D, Y51 £s + Mir1) + i1 (p) with regularizer ¢ y1(p) = é( Ly pilnp; +
In N),® a direct application of Orabona (2019, Theorem 7.35) leads to the following lemma.

Lemma 3 (Theorem 7.35 of Orabona (2019)). The regret of Optimistic Hedge with a time-
varying learning rate e, > 0 (see the update specified in (54)) to any expert i € [N] satisfies

T T T
1

> (pe &) thz < nax 11 (P) + D (8 — M, pr — pria) — Y TIHPt — peralli,
t=1 t—

t=1 t=1 t=1
where P41 (p) = é(zzj\; pilnp; +1In N) is the regularizer.

Then, based on this Lemma 3, we can bound the regret of the Optimistic Hedge by

T
> (pi, &) thz
=1

< 1“N+§ e — a2+ oyl 12
t—1(1%t — t1loo 2 i, Pt — Pt+111 2 %1 Pt — Pt+11)1
lnN |
(x0) = M3 =S llp — pra 2
— 24515

5. Here, we add an additional constant In IV in the regularizer, which will not effect the solution of the
optimization problem and meanwhile make the regret analysis more convenient.
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T

_ In N & 1
S 25D2G2 —+ ? + 4\l _D2 IDNZHVft(Xt) — Mt”% — Z Knpt — Pt—l”i
t=1 t=2 -

where the second inequality is due to the Holder’s inequality (€ — my,py — pry1) <

1€ — my||oo|lPt — Pr+1]l1 and the fact that ab < g;_1a® + 4;12_1 holds for any a,b,e;—1 > 0.

The third inequality is by definitions of £; and m;. The last inequality is a consequence of

the inequality In N/er < InN/¢ + \/D2 In N YL |V fi(x) — M;||? by learning rate config-

uration (56) and Lemma 11, which provides a clipped version of the self-confident tuning.
By the same meta-regret analysis in the proof of Theorem 5, see (48), we have

In N 1 &
ta- t < 44/D2(Iln NYAp + —— + 2eD?*G? — — —pi1lI?
meta-regret < (InN)Ar + z + 2¢ 452\\@ P11
T N T
—AY Y prallxes — xec1all3 + A lxei — x4l (58)

t=11i=1 t=1

which holds from any base-algorithm i € [N]. Following the same arguments in the proof
of Theorem 5, we can identify an optimal base-algorithm indexed by i* € [N], whose base-
regret is bounded as base-regret < 2./(D2+2DPr)Ar + AD*+2DPr) | Combining the
meta-regret and the base-regret of the i*-th base-learner yields the result in (57). |

B.2 Adaptive Version of Sword+-+

We show that the adaptive learning rate version of the framework (54) and (55) with
M; = Vfi_1(x¢—1) for t > 2 (M; = 0) achieves the same problem-dependent dynamic
regret bound (up to constants) as that in Theorem 6.

Theorem 10. Under the same assumptions and parameter configurations as Theorem 6
and set the learning rate of the meta-algorithm as

g = min«{ & In N
' N\ D2 [V fi(xs) — M3

with My = V fi_1(x¢—1) fort > 2 (My = 0). Then, decisions specified by (54) and (55)

satisfy that for any comparators uy,...,ur € X,
T T
S filx) =Y filu) <O (\/(1 + Pr+ min{Vp, Frh)(1+ PT)) . (59)
t=1 t=1

Proof Under the parameter configurations A = 2L, 7 = 1/(8L) and & = 1/(8D?L), the
dynamic regret bound of the unified algorithm with the adaptive learning rate (c.f. Theo-
rem 9) is almost the same as that of the fixed learning rate (c.f. Theorem 5) up to constant
factors. Thus, the same arguments in the proof of Theorem 6 lead to the desired result. B
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Appendix C. Technical Lemmas

This section collects several useful technical lemmas frequently used in the proofs. The
first one is the Bregman proximal inequality, which is crucial in the analysis of first-order
optimization methods based on Bregman divergence.

Lemma 4 (Bregman proximal inequality (Chen and Teboulle, 1993, Lemma 3.2)). Let X
be a convex set in a Banach space. Let f : X — R be a closed proper convex function on
X. Given a convex reqularizer ¥ : X — R, we denote its induced Bregman divergence by
Dy(-,-). Then, any update of the form

xj, = arg min{ f(x) + Dy (x, Xx—1)}
xeX

satisfies the following inequality for any u € X,

f(xx) = f(u) < Dy(u,x-1) — Dy(u,xx) — Dy (X, X—1). (60)

The second one is the stability lemma, which is very useful in analyzing online algorithms
based on FTRL or OMD frameworks.

Lemma 5 (stability lemma (Chiang et al., 2012, Proposition 7)). Consider the following two
updates: (i) x, = argmin,cy (a,x)+Dy(x,¢), and (i) x, = argmin,y (a’,x)+Dy(x, c).
When the regularizer ¥ : X — R is a 1-strongly convex function with respect to the norm
1+ |I, we have ||x. —x([| < [la — a||..

The self-bounding property of smooth functions is crucial and frequently used in proving
small-loss bounds for convex and smooth functions.

Lemma 6 (self-bounding property (Srebro et al., 2010, Lemma 3.1)). For an L-smooth
and non-negative function f : X — Ry, we have |V f(x)|2 < \4ALf(x), Vx € X.

Finally, we present several useful inequalities.

Lemma 7. Let a,b > 0 and zog > 0 be three positive values. Suppose that L < ax + % holds
for any x € (0,x0]. Then, by taking 2* = min{\/b/a, o}, we have L < 2v/ab + 3—2.

Proof Suppose \/b/a < xg, then * = \/b/a and we have L < ax*—i—m% = 2V ab. Otherwise,
¥ = xp and we have L < azx™* + x% = axg+ %. Notice that in latter case z¢p < v/b/a holds,

which implies azg < and hence azxg + b < 26 Combining two cases ends the proof. W

b
0 o = o

Lemma 8 (Lemma 19 of Shalev-Shwartz (2007)). For any x,y,a € Ry satisfying x —y <
vaz, it holds that x —y < a+ \/ay.

Lemma 9. For any z,y,a,b € Ry satisfying x —y < Jax + b, it holds that x —y <

a+ b+ +/ay + ab.
Lemma 10 (Lemma 3.5 of Auer et al. (2002)). Let ai,as,...,ar and 6 be non-negative
real numbers. Then, it holds that Zthl ——a I 2/6+ Z?:l at, where 0/4/0 = 0.

t

s=19s
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Lemma 11. Let aj,ag,...,ar,b and ¢ be non-negative real numbers and a; € [0, B] for any
t € [T]. Let the step size be ¢; = min {E, th} and ¢y = ¢. Then, we have

s=1 as

T T
> ci1ar < 2B 44,0 ay. (61)
t=1 t=1

Proof This proof shares the same spirit with that of Pogodin and Lattimore (2019,
Lemma 4.8). We assume Y7, a; > B, otherwise we can directly have Y7 ¢;_1a; < EB.
When Y7, a; > B, let T" = min{t € [T] | 2!Z} a5 > B}. We can decompose the target by

-1

T
th—lat Z Ct—1a¢ + Z Ct—10g¢.
t=1

t=T"

For the first term, Z;‘F:/Il Ci—1a; = Z%F:/IQ ct—1a¢ + cpr_sagi_1 < 2¢B. For the second term,

T T T
Z croap < Y ————— avh _avb @b <3 bZat,
t=T" =1 /32 ag tT’\/QZt 1 Qs tlm

Where the first inequality is by the definition of ¢; and the second inequality is due to
_1as < B+ ZS 1% < 228 1% for all ¢ > T’. The last inequality comes from
Lemma 10. We complete the proof by combining the two terms. |

References

Jacob D. Abernethy, Peter L. Bartlett, Alexander Rakhlin, and Ambuj Tewari. Optimal
stragies and minimax lower bounds for online convex games. In Proceedings of the 21st
Annual Conference on Learning Theory (COLT), pages 415-424, 2008.

Dmitry Adamskiy, Wouter M. Koolen, Alexey V. Chernov, and Vladimir Vovk. A closer look
at adaptive regret. In Proceedings of the 23rd International Conference on Algorithmic
Learning Theory (ALT), pages 290-304, 2012.

Zeyuan Allen-Zhu, Sébastien Bubeck, and Yuanzhi Li. Make the minority great again:
First-order regret bound for contextual bandits. In Proceedings of the 35th International
Conference on Machine Learning (ICML), pages 186-194, 2018.

Chamy Allenberg, Peter Auer, Laszlé Gyorfi, and Gyoérgy Ottucsak. Hannan consistency in
on-line learning in case of unbounded losses under partial monitoring. In Proceedings of
the 17th International Conference on Algorithmic Learning Theory (ALT), pages 229-243,
2006.

Peter Auer, Nicolo Cesa-Bianchi, and Claudio Gentile. Adaptive and self-confident on-line
learning algorithms. Journal of Computer and System Sciences, 64(1):48-75, 2002.

45



ZHAO, ZHANG, ZHANG, ZHOU

Dheeraj Baby and Yu-Xiang Wang. Online forecasting of total-variation-bounded sequences.
In Advances in Neural Information Processing Systems 32 (NeurIPS), pages 11071-11081,
2019.

Dheeraj Baby and Yu-Xiang Wang. Optimal dynamic regret in exp-concave online learning.
In Proceedings of the 34th Conference on Learning Theory (COLT), pages 359-409, 2021.

Dheeraj Baby and Yu-Xiang Wang. Optimal dynamic regret in proper online learning with
strongly convex losses and beyond. In Proceedings of the 25th International Conference
on Artificial Intelligence and Statistics (AISTATS), pages 1805-1845, 2022a.

Dheeraj Baby and Yu-Xiang Wang. Optimal dynamic regret in LQR control. In Advances
in Neural Information Processing Systems 35 (NeurIPS), pages 24879-24892, 2022b.

Yong Bai, Yu-Jie Zhang, Peng Zhao, Masashi Sugiyama, and Zhi-Hua Zhou. Adapting to
online label shift with provable guarantees. In Advances in Neural Information Processing
Systems 35 (NeurIPS), pages 29960-29974, 2022.

Omar Besbes, Yonatan Gur, and Assaf J. Zeevi. Non-stationary stochastic optimization.
Operations Research, 63(5):1227-1244, 2015.

Olivier Bousquet and Manfred K. Warmuth. Tracking a small set of experts by mixing past
posteriors. Journal of Machine Learning Research, 3:363-396, 2002.

Nicolo Cesa-Bianchi, Yoav Freund, David Haussler, David P. Helmbold, Robert E. Schapire,
and Manfred K. Warmuth. How to use expert advice. Journal of the ACM, 44(3):427-485,
1997.

Nicolo Cesa-Bianchi, Yishay Mansour, and Gilles Stoltz. Improved second-order bounds for
prediction with expert advice. In Proceedings of the 18th Annual Conference on Learning
Theory (COLT), pages 217232, 2005.

Nicolo Cesa-Bianchi, Pierre Gaillard, Gadbor Lugosi, and Gilles Stoltz. Mirror descent meets
fixed share (and feels no regret). In Advances in Neural Information Processing Systems
25 (NIPS), pages 989-997, 2012.

Gong Chen and Marc Teboulle. Convergence analysis of a proximal-like minimization algo-
rithm using bregman functions. SIAM Journal on Optimization, 3(3):538-543, 1993.

Sijia Chen, Wei-Wei Tu, Peng Zhao, and Lijun Zhang. Optimistic online mirror descent
for bridging stochastic and adversarial online convex optimization. In Proceedings of the
40th International Conference on Machine Learning (ICML), pages 5002-5035, 2023a.

Sijia Chen, Yu-Jie Zhang, Wei-Wei Tu, Peng Zhao, and Lijun Zhang. Optimistic online
mirror descent for bridging stochastic and adversarial online convex optimization. ArXiv
preprint, arXiv: 2010.10473, 2023b.

Xi Chen, Yining Wang, and Yu-Xiang Wang. Non-stationary stochastic optimization under
Ly, s-variation measures. Operations Research, 67(6):1752-1765, 2019.

46



ADAPTIVITY AND NON-STATIONARITY: PROBLEM-DEPENDENT DYNAMIC REGRET FOR OCO

Chao-Kai Chiang, Tianbao Yang, Chia-Jung Lee, Mehrdad Mahdavi, Chi-Jen Lu, Rong
Jin, and Shenghuo Zhu. Online optimization with gradual variations. In Proceedings of
the 25th Conference On Learning Theory (COLT), pages 6.1-6.20, 2012.

Chao-Kai Chiang, Chia-Jung Lee, and Chi-Jen Lu. Beating bandits in gradually evolving
worlds. In Proceedings of the 26th Annual Conference on Learning Theory (COLT), pages
210227, 2013.

Andrew Cotter, Ohad Shamir, Nati Srebro, and Karthik Sridharan. Better mini-batch algo-
rithms via accelerated gradient methods. In Advances in Neural Information Processing
Systems 24 (NIPS), pages 1647-1655, 2011.

Ashok Cutkosky. Combining online learning guarantees. In Proceedings of the 32rd Con-
ference on Learning Theory (COLT), pages 895-913, 2019.

Ashok Cutkosky. Parameter-free, dynamic, and strongly-adaptive online learning. In Pro-
ceedings of the 37th International Conference on Machine Learning (ICML), pages 2250—
2259, 2020a.

Ashok Cutkosky. Better full-matrix regret via parameter-free online learning. In Advances
in Neural Information Processing Systems 33 (NeurIPS), 2020b.

Ashok Cutkosky. Lecture notes for ec525: Optimization for machine learning. 2023. URL
https://optmlclass.github.io/notes/optforml_notes.pdf.

Ashok Cutkosky and Francesco Orabona. Black-box reductions for parameter-free online
learning in banach spaces. In Proceedings of the 31st Conference on Learning Theory
(COLT), pages 1493-1529, 2018.

John C. Duchi, Elad Hazan, and Yoram Singer. Adaptive subgradient methods for online
learning and stochastic optimization. In Proceedings of the 23rd Conference on Learning
Theory (COLT), pages 257-269, 2010.

Huang Fang, Nick Harvey, Victor S. Portella, and Michael P. Friedlander. Online mirror
descent and dual averaging: keeping pace in the dynamic case. In Proceedings of the 37th
International Conference on Machine Learning (ICML), pages 3008-3017, 2020.

Yingjie Fei, Zhuoran Yang, Zhaoran Wang, and Qiaomin Xie. Dynamic regret of policy op-
timization in non-stationary environments. In Advances in Neural Information Processing
Systems 33 (NeurIPS), pages 6743-6754, 2020.

Dylan J. Foster and Akshay Krishnamurthy. Efficient first-order contextual bandits: Pre-
diction, allocation, and triangular discrimination. In Advances in Neural Information
Processing Systems 34 (NeurIPS), pages 1890718919, 2021.

Yoav Freund and Robert E. Schapire. A decision-theoretic generalization of on-line learning
and an application to boosting. Journal of Computer and System Sciences, 55(1):119-139,
1997.

47


https://optmlclass.github.io/notes/optforml_notes.pdf

ZHAO, ZHANG, ZHANG, ZHOU

Joao Gama, Indre Zliobaite, Albert Bifet, Mykola Pechenizkiy, and Abdelhamid
Bouchachia. A survey on concept drift adaptation. ACM Computing Surveys, 46(4):
44:1-44:37, 2014.

Andras Gyorgy and Csaba Szepesvari. Shifting regret, mirror descent, and matrices. In
Proceedings of the 33nd International Conference on Machine Learning (ICML), pages
2943-2951, 2016.

Keegan Harris, Ioannis Anagnostides, Gabriele Farina, Mikhail Khodak, Zhiwei Steven Wu,
and Tuomas Sandholm. Meta-learning in games. In Proceedings of the 10th International
Conference on Learning Representations (ICLR), 2022.

Elad Hazan. Introduction to Online Convex Optimization. Foundations and Trends in
Optimization, 2(3-4):157-325, 2016.

Elad Hazan and Satyen Kale. Extracting certainty from uncertainty: Regret bounded by
variation in costs. In Proceedings of the 21st Annual Conference on Learning Theory

(COLT), pages 57-68, 2008.

Elad Hazan, Amit Agarwal, and Satyen Kale. Logarithmic regret algorithms for online
convex optimization. Machine Learning, 69(2-3):169-192, 2007.

Mark Herbster and Manfred K. Warmuth. Tracking the best expert. Machine Learning, 32
(2):151-178, 1998.

Mark Herbster and Manfred K. Warmuth. Tracking the best linear predictor. Journal of
Machine Learning Research, 1:281-309, 2001.

Ali Jadbabaie, Alexander Rakhlin, Shahin Shahrampour, and Karthik Sridharan. Online
optimization : Competing with dynamic comparators. In Proceedings of the 18th Inter-
national Conference on Artificial Intelligence and Statistics (AISTATS), pages 398—406,
2015.

Pooria Joulani, Andras Gyorgy, and Csaba Szepesvari. A modular analysis of adaptive
(non-)convex optimization: Optimism, composite objectives, variance reduction, and vari-
ational bounds. Theoretical Computer Science, 808:108-138, 2020.

Chung-Wei Lee, Haipeng Luo, Chen-Yu Wei, and Mengxiao Zhang. Bias no more: high-
probability data-dependent regret bounds for adversarial bandits and MDPs. In Advances
in Neural Information Processing Systems 33 (NeurIPS), pages 15522-15533, 2020a.

Chung-Wei Lee, Haipeng Luo, and Mengxiao Zhang. A closer look at small-loss bounds for
bandits with graph feedback. In Proceedings of the 33th Conference on Learning Theory
(COLT), pages 2516-2564, 2020b.

Long-Fei Li, Peng Zhao, Yan-Feng Xie, Lijun Zhang, and Zhi-Hua Zhou. PyNOL: : A
Python Package for Non-stationary Online Learning, 2023a. URL https://github.com/
1i-1f/PyNOL.

48


https://github.com/li-lf/PyNOL
https://github.com/li-lf/PyNOL

ADAPTIVITY AND NON-STATIONARITY: PROBLEM-DEPENDENT DYNAMIC REGRET FOR OCO

Long-Fei Li, Peng Zhao, and Zhi-Hua Zhou. Dynamic regret of adversarial linear mixture
mdps. In Advances in Neural Information Processing Systems 36 (NeurIPS), pages 60685—
60711, 2023b.

Nick Littlestone and Manfred K. Warmuth. The weighted majority algorithm. Information
and Computation, 108(2):212-261, 1994.

Haipeng Luo and Robert E. Schapire. Achieving all with no parameters: AdaNormalHedge.
In Proceedings of the 28th Annual Conference Computational Learning Theory (COLT),
pages 1286-1304, 2015.

Thodoris Lykouris, Karthik Sridharan, and Eva Tardos. Small-loss bounds for online learn-
ing with partial information. In Proceedings of the 31st Conference on Learning Theory
(COLT), pages 979-986, 2018.

H. Brendan McMahan. A survey of algorithms and analysis for adaptive online learning.
Journal of Machine Learning Research, 18:90:1-90:50, 2017.

H. Brendan McMahan and Matthew J. Streeter. Adaptive bound optimization for online
convex optimization. In Proceedings of the 23rd Conference on Learning Theory (COLT),
pages 244-256, 2010.

Aryan Mokhtari, Shahin Shahrampour, Ali Jadbabaie, and Alejandro Ribeiro. Online opti-
mization in dynamic environments: Improved regret rates for strongly convex problems.
In Proceedings of the 55th IEEE Conference on Decision and Control (CDC), pages 7195—
7201, 2016.

Gergely Neu. First-order regret bounds for combinatorial semi-bandits. In Proceedings of
the 28th Conference on Learning Theory (COLT), pages 1360-1375, 2015.

Francesco Orabona. A Modern Introduction to Online Learning. ArXiv preprint, arXiv:
1912.13213, 2019.

Roman Pogodin and Tor Lattimore. On first-order bounds, variance and gap-dependent
bounds for adversarial bandits. In Proceedings of the 35th Conference on Uncertainty in
Artificial Intelligence (UAI), pages 894-904, 2019.

Alexander Rakhlin and Karthik Sridharan. Online learning with predictable sequences. In
Proceedings of the 26th Conference On Learning Theory (COLT), pages 993-1019, 2013.

Tim Roughgarden. Beyond the Worst-Case Analysis of Algorithms. Cambridge University
Press, 2021.

Sarah Sachs, Hedi Hadiji, Tim van Erven, and Cristébal A Guzmén. Between stochastic
and adversarial online convex optimization: Improved regret bounds via smoothness. In
Advances in Neural Information Processing Systems 35 (NeurIPS), pages 691-702, 2022.

Shai Shalev-Shwartz. Online Learning: Theory, Algorithms and Applications. PhD thesis,
The Hebrew University of Jerusalem, 2007.

49



ZHAO, ZHANG, ZHANG, ZHOU

Shai Shalev-Shwartz. Online Learning and Online Convex Optimization. Foundations and
Trends in Machine Learning, 4(2):107-194, 2012.

Nathan Srebro, Karthik Sridharan, and Ambuj Tewari. Smoothness, low noise and fast
rates. In Advances in Neural Information Processing Systems 23 (NIPS), pages 2199
2207, 2010.

Masashi Sugiyama and Motoaki Kawanabe. Machine Learning in Non-stationary Environ-
ments: Introduction to Covariate Shift Adaptation. The MIT Press, 2012.

Vasilis Syrgkanis, Alekh Agarwal, Haipeng Luo, and Robert E. Schapire. Fast convergence
of regularized learning in games. In Advances in Neural Information Processing Systems
28 (NIPS), pages 2989-2997, 2015.

Tim van Erven and Wouter M. Koolen. Metagrad: Multiple learning rates in online learning.
In Advances in Neural Information Processing Systems 29 (NIPS), pages 3666-3674, 2016.

Tim van Erven, Wouter M. Koolen, and Dirk van der Hoeven. Metagrad: Adaptation using
multiple learning rates in online learning. Journal of Machine Learning Research, 22:
161:1-161:61, 2021.

Chen-Yu Wei and Haipeng Luo. More adaptive algorithms for adversarial bandits. In
Proceedings of the 31st Conference on Learning Theory (COLT), pages 1263-1291, 2018.

Chen-Yu Wei, Yi-Te Hong, and Chi-Jen Lu. Tracking the best expert in non-stationary
stochastic environments. In Advances in Neural Information Processing Systems 29
(NIPS), pages 3972-3980, 2016.

Yu-Hu Yan, Peng Zhao, and Zhi-Hua Zhou. Fast rates in time-varying strongly monotone
games. In Proceedings of the 40th International Conference on Machine Learning (ICML),
pages 39138-39164, 2023.

Tianbao Yang, Mehrdad Mahdavi, Rong Jin, and Shenghuo Zhu. Regret bounded by gradual
variation for online convex optimization. Machine Learning, 95(2):183-223, 2014.

Tianbao Yang, Lijun Zhang, Rong Jin, and Jinfeng Yi. Tracking slowly moving clairvoyant:
Optimal dynamic regret of online learning with true and noisy gradient. In Proceedings
of the 33rd International Conference on Machine Learning (ICML), pages 449-457, 2016.

Jianjun Yuan and Andrew G. Lamperski. Trading-off static and dynamic regret in online
least-squares and beyond. In Proceedings of the 34th AAAI Conference on Artificial
Intelligence (AAAI), pages 6712-6719, 2020.

Lijun Zhang and Zhi-Hua Zhou. Stochastic approximation of smooth and strongly convex
functions: Beyond the O(1/T) convergence rate. In Proceedings of the 32nd Conference
on Learning Theory (COLT), pages 3160-3179, 2019.

Lijun Zhang, Tianbao Yang, Rong Jin, and Xiaofei He. O(logT) projections for stochas-
tic optimization of smooth and strongly convex functions. In Proceedings of the 30th
International Conference on Machine Learning (ICML), pages 1121-1129, 2013.

50



ADAPTIVITY AND NON-STATIONARITY: PROBLEM-DEPENDENT DYNAMIC REGRET FOR OCO

Lijun Zhang, Tianbao Yang, Jinfeng Yi, Rong Jin, and Zhi-Hua Zhou. Improved dynamic
regret for non-degenerate functions. In Advances in Neural Information Processing Sys-
tems 30 (NIPS), pages 732741, 2017.

Lijun Zhang, Shiyin Lu, and Zhi-Hua Zhou. Adaptive online learning in dynamic envi-
ronments. In Advances in Neural Information Processing Systems 31 (NeurIPS), pages
1330-1340, 2018a.

Lijun Zhang, Tianbao Yang, Rong Jin, and Zhi-Hua Zhou. Dynamic regret of strongly adap-
tive methods. In Proceedings of the 35th International Conference on Machine Learning

(ICML), pages 58775886, 2018b.

Lijun Zhang, Tie-Yan Liu, and Zhi-Hua Zhou. Adaptive regret of convex and smooth
functions. In Proceedings of the 36th International Conference on Machine Learning
(ICML), pages 7414-7423, 2019.

Lijun Zhang, Shiyin Lu, and Tianbao Yang. Minimizing dynamic regret and adaptive
regret simultaneously. In Proceedings of the 23rd International Conference on Artificial
Intelligence and Statistics (AISTATS), pages 309-319, 2020a.

Lijun Zhang, Wei Jiang, Shiyin Lu, and Tianbao Yang. Revisiting smoothed online learning.
In Advances in Neural Information Processing Systems 34 (NeurIPS), pages 13599-13612,
2021.

Mengxiao Zhang, Peng Zhao, Haipeng Luo, and Zhi-Hua Zhou. No-regret learning in time-
varying zero-sum games. In Proceedings of the 39th International Conference on Machine
Learning (ICML), pages 26772-26808, 2022a.

Yu-Jie Zhang, Peng Zhao, and Zhi-Hua Zhou. A simple online algorithm for competing with
dynamic comparators. In Proceedings of the 36th Conference on Uncertainty in Artificial
Intelligence (UAI), pages 390399, 2020b.

Yu-Jie Zhang, Zhen-Yu Zhang, Peng Zhao, and Masashi Sugiyama. Adapting to continuous
covariate shift via online density ratio estimation. In Advances in Neural Information
Processing Systems 36 (NeurIPS), pages 2907429113, 2023.

Zhiyu Zhang, Ashok Cutkosky, and Ioannis Ch. Paschalidis. Adversarial tracking control via
strongly adaptive online learning with memory. In Proceedings of the 25th International
Conference on Artificial Intelligence and Statistics (AISTATS), pages 8458-8492, 2022b.

Peng Zhao. Online Ensemble Theories and Methods for Robust Online Learning. PhD
thesis, Nanjing University, Nanjing, China, 2021. Advisor: Zhi-Hua Zhou.

Peng Zhao and Lijun Zhang. Improved analysis for dynamic regret of strongly convex and
smooth functions. In Proceedings of the 3rd Conference on Learning for Dynamics and
Control (L4DC), pages 48-59, 2021.

Peng Zhao, Lijun Zhang, Yuan Jiang, and Zhi-Hua Zhou. A simple approach for non-
stationary linear bandits. In Proceedings of the 23rd International Conference on Artificial
Intelligence and Statistics (AISTATS), pages 746-755, 2020a.

51



ZHAO, ZHANG, ZHANG, ZHOU

Peng Zhao, Yu-Jie Zhang, Lijun Zhang, and Zhi-Hua Zhou. Dynamic regret of convex and
smooth functions. In Advances in Neural Information Processing Systems 33 (NeurIPS),
pages 12510-12520, 2020b.

Peng Zhao, Guanghui Wang, Lijun Zhang, and Zhi-Hua Zhou. Bandit convex optimization
in non-stationary environments. Journal of Machine Learning Research, 22(125):1 — 45,
2021a.

Peng Zhao, Xingiang Wang, Siyu Xie, Lei Guo, and Zhi-Hua Zhou. Distribution-free one-
pass learning. IEEFE Transaction on Knowledge and Data Engineering, 33:951-963, 2021b.

Peng Zhao, Yu-Jie Zhang, Lijun Zhang, and Zhi-Hua Zhou. Adaptivity and non-stationarity:
Problem-dependent dynamic regret for online convex optimization. ArXiv preprint,
arXiv:2112.14368, 29 Dec 2021c.

Peng Zhao, Long-Fei Li, and Zhi-Hua Zhou. Dynamic regret of online Markov decision
processes. In Proceedings of the 39th International Conference on Machine Learning
(ICML), pages 26865-26894, 2022a.

Peng Zhao, Yu-Xiang Wang, and Zhi-Hua Zhou. Non-stationary online learning with mem-
ory and non-stochastic control. In Proceedings of the 25th International Conference on
Artificial Intelligence and Statistics (AISTATS), pages 2101-2133, 2022b.

Peng Zhao, Yan-Feng Xie, Lijun Zhang, and Zhi-Hua Zhou. Efficient methods for non-
stationary online learning. In Advances in Neural Information Processing Systems 35
(NeurIPS), pages 11573-11585, 2022c.

Peng Zhao, Yu-Hu Yan, Yu-Xiang Wang, and Zhi-Hua Zhou. Non-stationary online learning
with memory and non-stochastic control. Journal of Machine Learning Research, 24(206):
1-70, 2023.

Zhi-Hua Zhou. Ensemble Methods: Foundations and Algorithms. Chapman & Hall/CRC
Press, 2012.

Zhi-Hua Zhou. Open-environment machine learning. National Science Review, 9(8):
nwacl23, 2022.

Martin Zinkevich. Online convex programming and generalized infinitesimal gradient ascent.
In Proceedings of the 20th International Conference on Machine Learning (ICML), pages
928-936, 2003.

52



	Introduction
	Related Work
	Static Regret
	Dynamic Regret
	More Discussions

	Problem Setup and Algorithmic Framework
	Problem Setup
	Optimistic Online Mirror Descent
	Assumptions

	Gradient-Variation Dynamic Regret
	A Gentle Start
	Multi-Gradient Feedback: Sword
	One-Gradient Feedback: Sword++

	A General Framework: Collaborative Online Ensemble
	Algorithmic Template
	Instantiations
	Theoretical Guarantee

	Implication, Significance, and Lower Bound
	Implication to Small-Loss Dynamic Regret
	Implication to Worst-Case Dynamic Regret
	Significance of Problem-Dependent Bounds
	A Lower Bound

	Proofs
	Proof of Theorem 1
	Proof of Theorem 2
	Proof of Theorem 3
	Proof of Theorem 4
	Proof of Theorem 5
	Proof of Theorem 6
	Proof of Theorem 7
	Proof of Theorem 8

	Experiments
	Conclusion
	Proofs of Lemma 1 and Lemma 2
	Adaptive Learning Rate Version
	Adaptive Collaborative Online Ensemble
	Adaptive Version of Sword++

	Technical Lemmas

